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/. Introduction 

Spectroscopic studies have been performed on a wide 
range of metal-dioxygen complexes particularly those 
containing porphyrin ligands.1,2 This review focuses 
on three classes of non-heme dioxygen-metal complexes 
in which peroxide is bound to binuclear Cu(II), Co(III), 
and Fe(III) sites. Along with hemoglobin and myo­
globin, hemocyanin and hemerythrin comprise the 
known biological dioxygen-binding proteins. In con­
trast to hemoglobin and myoglobin, the charge-transfer 
regions of the absorption spectra of hemocyanin and 
hemerythrin, which will be the central focus of this 
review, are not obscured by intense porphyrin-based 
electronic transitions, allowing detailed spectral study. 
Deoxyhemocyanin has a binuclear cuprous active site 
that reversibly binds dioxygen as peroxide3 as deter­
mined from the 0 - 0 stretching frequency in the 
resonance Raman spectrum.4-6 The two coppers are 
oxidized to the cupric level upon binding O2, as 
confirmed by X-ray absorption edge data.7-9 The 
crystal structure of oxyhemocyanin from Limulus 
polyphemus has recently been solved,10 (Figure IA) 
and, along with a binuclear cupric model complex,11 

exhibits the first side-on (or it--n2:r)2) peroxo-bridging 
geometry observed in transition metal chemistry. An 
important goal in the study of this site has been to 
understand how the electronic structure of the side-on 
peroxo-bridged structure relates to that of end-on 
peroxo-bridged systems which are more commonly 
observed in transition metal chemistry. Deoxyhem-
erythrin has a binuclear ferrous site which is known to 
bind dioxygen as hydroperoxide12 on the basis of 
resonance Raman data.13 Both iron ions are oxidized 
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to the ferric level and, as determined by both spec­
troscopy14 and crystallography,15 are connected by an 
oxo bridge. The Fe i n-0-Fem unit exhibits distinctive 
spectral features16,17 indicating a novel electronic struc­
ture associated with the oxo bridge which can strongly 
influence the properties of this site and its interaction 
with dioxygen. The hydroperoxide binds end-on to one 
iron1518 and appears to hydrogen bond to the oxo bridge 
(Figure IB).13 Although there are no binuclear cobalt 
sites of direct biological relevance, two Co(II) ions have 
been substituted into the apo (i.e., metal free) sites in 
both hemocyanin19 and hemerythrin,20 and the former 
appears to bind O2 at high pH resulting in a peroxo-
Coni2 complex. Of further general interest is the variety 
of peroxo bridging geometries observed for binuclear 
Co(III) complexes,21 in particular the trans- and cis-
H-1,2 end-on structures on Figure 1, parts C and D. 
These complexes provide a model for understanding 
how the electronic structure changes with differences 
in peroxo bridging mode and how this affects the O2 
reactivity of the complex. 

All the complexes in Figure 1 exhibit distinctive 
spectral features compared to their non-peroxide bound, 
two electron oxidized (i.e., met) site analogues. Their 
ground states show no EPR signal or paramagnetic 
susceptibility due to either antiferromagnetic coupling 
(vide infra) or, for Co(III), the low spin d6 configuration 
of the complex. Their electronic absorption spectra, 
however, show intense features which are peroxide -»• 
metal charge-transfer transitions which provide a 
sensitive probe of the peroxo-metal bond.2'22 Peroxide 
has a doubly degenerate w* set of valence orbitals which 
are involved in bonding to the metal. The energies and 
intensities of the charge-transfer transitions from these 
valence orbitals to the metal center define the peroxide 
a and IT bonding interactions as described below. For 
the sites of Figure 1, the peroxide -» metal charge 
transfer transitions are at low energy (i.e., in the UV/ 
visible region) and are intense. This indicates that these 
sites are highly covalent and that the electronic 
structure of the peroxo-metal bond greatly contributes 
to the binding and activation of dioxygen by these sites. 

The major focus of this review is to develop an 
understanding of the peroxide -» metal charge-transfer 
transitions in the complexes in Figure 1 and related 
systems. The CT absorption spectrum, including its 
temperature dependence, and the polarizations of bands 
in single crystals, combined with circular dichroism 
(CD), magnetic CD (MCD), and resonance Raman 
excitation profiles provide complementary probes of 
these transitions and experimentally define electronic 
structure. These spectral studies are correlated to 
broken symmetry-self-consistent field-Xa-scattered 
wave (BS-SCF-Xa-SW) calculations describing the 
bonding in these complexes. These calculations23'24 
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allow for localization of the unpaired electrons on each 
metal in the dimer, as is appropriate for antiferromag-
netically coupled binuclear Cu(II) and Fe(III) systems. 
Together these experiments and calculations define the 
electronic structure of the sites in Figure 1 and evaluate 
electronic structure contributions to reversible O2 
binding and activation. 
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In section II we focus on Cu(II) complexes with end-
on and side-on bound peroxide where only the highest 
energy half-occupied d orbital is available for bonding. 
In these systems, the peroxide bridges the two Cu(II) 
ions leading to antiferromagnetic coupling in the ground 
state, which can be described by the phenomenological 
Hamiltonion, H = -2JSi-S2. It is important to em­
phasize that the excited-state spectral features can also 
show energy splittings due to antiferromagnetic cou­
pling through a bridging ligand.25 This is addressed in 
section III. The excited-state dimer splitting compli­
cates the analysis of the absorption spectrum, but once 
understood, provides significant insight into the in­
teractions between the metal centers due to the bridging 
ligand. In section IV, this monomer —*• dimer analysis 
is applied to the absorption spectrum of oxyhemocyanin. 
The assignment of the oxyhemocyanin CV" —- Cu(II) 
charge-transfer spectrum supports the electronic struc­
ture description of the side-on bridged structure of this 
site (Figure IA) developed in section II and provides 
insight into the electronic structure contribution to the 
reversible binding and activation of dioxygen. The 
peroxide-binuclear Co(III) complexes in Figure 1, parts 
C and D, are considered in section V. Polarized single-
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Figure 1. (A) Structure of oxyHc, (B) structure of oxyHr, (C) 
geometry of cis-peroxo-Co dimers. 
crystal data have provided an assignment of the charge 
transfer features of the trans-n-1,2 structure and 
indicate the presence of an inverted bonding scheme 
relative to most peroxo-metal complexes.26 These 
studies are extended to the cis-M-l,2-peroxide-bridged 
binuclear Co(III) complex and contrasted to the end-
on peroxide-bridged copper dimers. In section VI we 
consider the electronic structure of the /u-oxo-Fem2 core 
which is present in oxyhemerythrin, Figure IB, and 
has unusual spectral features indicating that the 
electronic structure is dominated by the oxo bridge.27 

The polarized single-crystal spectrum of oxyhemeryth­
rin combined with SCF-Xa-SW calculations allows 
further definition of the electronic structure of the 
hydroperoxo-Fe(III) bond and its contribution to 
reversible O2 binding. A common theme for all these 
studies is that the charge-transfer transitions directly 
probe ligand-metal bonding and that the dominant 
spectral features exhibited by the complexes in Figure 
1 indicate highly covalent bonds which can make a 
significant contribution to reactivity.28 

/ / . Electronic Structures of Peroxo-Cu(II) 
Complexes 

Spectroscopic studies of a series of copper-peroxo 
complexes have provided significant insight into the 
nature of copper-peroxo bonding. Several binding 
modes of peroxide to Cu(II) are known, although only 
two copper-peroxo model complexes have been struc­
turally characterized by X-ray crystallography; a trans-
M-1,2 end<-on dimer, [JCu(TMP A)J2(O2)I

2+,29 (Figure 2B) 
and a side-on n-rprf dimer, [Cu(HB(3,5-j'-Pr2pz)3)]2-
(O2) 11,30 (Figure 2C). Recently, oxyhemocyanin (oxyHc) 
has also been characterized by X-ray crystallography 
and was found to also have a side-on, ix-ri2:rj2 bridging 
peroxide.10 Finally, a copper-peroxo monomer [Cu2-
(XYL-O-) (O2) ] + (Figure 2A), has been spectroscopi-
cally characterized but could not be crystallized.31-32 

Spectroscopic studies of these three model complexes 
and oxyHc have permitted an electronic structure 
comparison between the different copper-peroxide 
binding modes and provide insight into the electronic 
structure contribution to reversible binding of dioxygen 
by hemocyanin. 

The highest occupied molecular orbitals (HOMOs) 
of peroxide are a pair of degenerate ir* antibonding 

typical geometry of trons-peroxo-Co dimers, and (D) typical 
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Figure 2. Peroxo-copper complexes with different peroxide 
binding geometries: (A) end-on monomer, [Cu2(XYL-O-)-
(O2)J

+, (B) trans end-on dimer, [{Cu(TMPA)}2(02)]
2+, and 

(C) side-on dimer, [Cu(HB(3,5-i-Pr2pz)3)]2(02). 

orbitals. When peroxide binds end-on to a copper(II) 
ion, these 7r* peroxide valence orbitals split in energy 
due to a bonding interaction with the half-occupied 
dx2_y2 HOMO of the copper ion (Figure 3). One of the 
ir* orbitals, designated ira, is oriented in the plane of 
the copper Ax^ orbital along the ligand metal bond 
and is stabilized by a strong a-donor interaction with 
the copper ion. The other ir* orbital, the n-*, is oriented 
normal (or vertical) to the plane of the d^y* orbital and 
thus has only a weak ir interaction with the copper ion. 
The stabilization of the ir* orbitals is proportional to 
their overlap with the Cu valence orbitals. Thus, the 
O2

2" -»• Cu(II) charge transfer (CT) transition originating 
from the peroxide x* orbital is at higher energy than 
the O2

2" -*• Cu(II) CT transition originating from the 
peroxide ir*v orbital. In the Mulliken approximation,33 
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Figure 3. Peroxide-copper bonding and peroxide-to-copper 
charge-transfer transitions for peroxide bound end-on to one 
Cu(II). 

the intensity of the O2
2- -*• Cu(II) CT transitions is also 

proportional to the square of the overlap between the 
peroxide x* and Cu d orbitals involved in the transition 
so that the x* -* Cu(II) CT transition is predicted to 
be more intense than the x* -*• Cu(II) CT transition. 
Thus, the U V/vis CT absorption spectrum of a complex 
with peroxide bound end-on to a single Cu(II) is 
expected to exhibit a higher energy, higher intensity 
7rCT -* Cu(II) CT transition and a lower energy, lower 
intensity x* -* Cu(II) CT transition. 

The complex [Cu2(XYL-O-)(O2)I+ (Figure 2A) ex­
hibits the O2

2- -*• Cu(II) CT absorption intensity pattern 
described above. This complex has not been crystallized 
but is spectroscopically well characterized and is found 
to have peroxide bound end-on to a single copper. Thus 
this complex provides quantitative information con­
cerning the copper-peroxide interactions described in 
the qualitative MO model in Figure 3 and a basis for 
understanding more complicated copper dimer struc­
tures in which the peroxo bridges the two copper ions. 
The peroxo binding geometry in [Cu2(XYL-O-)(O2)I+ 

was determined by a resonance Raman isotope study.32 

Several peroxo binding geometries were considered, 
including bridging modes since the complex contains 
two copper ions bridged by a phenolate oxygen. The 
complex exhibits Raman peaks at 803 and 488 cm-1 

which shift to 750 and 464 cm-1, respectively, when 18O2 
is substituted for 16O2 and are therefore assigned as 
0 - 0 and Cu-O stretches (Figure 4). This confirmed 
the presence of dioxygen bound to the copper as 
peroxide. The effect of a mixed isotope, 1618O2, 
substitution on these peaks was used to determine the 
peroxide binding geometry. A 1:2:1 statistical mixture 
of 1602:160180:1802 was used. If the peroxide were bound 
such that its oxygens were inequivalent there would be 
two possible orientations of the 16O18O with different 
0 - 0 and Cu-O stretching frequencies. A normal 
coordinate analysis showed that for a /»-1,1 bridging 
geometry or end-on terminal binding to only one of the 
copper ions, the KCu-O) peak splitting should be large 
enough to be observed. In contrast, for a cis- or trans-

420 440 460 480 500 520 540 
Raman Shift (cm'1) 

720 740 760 780 800 820 840 
Raman Shift (cm1) 

Figure 4. Resonance Raman spectra of the end-on monomer 
[Cu2(XYL-O-MO2)I

+ showing (A) the Cu-O stretch and (B) 
the 0-0 stretch for 16O2,

 16O18O, and 18O2 isotopes. Below 
these are simulated spectra based on the experimental 
frequencies and line shapes of these peaks assuming either 
a symmetric (/a-1,2) or asymmetric (terminal) binding 
geometry. 

/t-1,2 bridging geometry in which the oxygens are 
equivalent, no splitting of either the 0 - 0 stretch or 
symmetric Cu-O stretch would occur. A splitting of 
the Cu-O stretch was in fact observed, ruling out the 
symmetric /t-l,2-geometry (Figure 4A). In agreement 
with a simulated Raman spectrum using frequencies 
calculated by normal coordinate analysis and the 
experimental band shapes, no splitting of the 0 - 0 
stretch was observed due to the large component band 
width of the p(O-O) peak and the smaller calculated 
splitting for the f(O-O) (Figure 4B). A /»-1,1 bridging 
geometry was ruled out by EXAFS results which showed 
the Cu"«Cu distance to be 3.31 A,34 which is too large 
for a /x-1,1 bridge on the basis of structural analogy to 
crystallographically defined hydoxo and methoxo dou­
bly bridged copper dimers with the same (XYL-O-) 
ligand. In conclusion, detailed analysis of the mixed 
isotope results indicates that the peroxide is end-on 
bound to one copper and any interaction of the peroxide 
with the second copper is minor. This complex will 
therefore be referred to as an end-on monomer. 

Analysis of the electronic absorption spectrum of the 
end-on monomer (Figure 5) shows that the electronic 
structure of this complex can be interpreted in terms 
of the simple description of Cu-O2

2- bonding depicted 
in Figure 3. The two CT bands at 503 nm (19 900 cm"1, 
€ = 5 800 M-1 cm-1) and 625 nm (16 000 cm-1, e = 1 100 
M-1 cm-1) are assigned as 7r* and x* -* Cu(II) CT bands, 
respectively. Resonance Raman profiles of the 0 - 0 
and Cu-O stretches show enhancement by both CT 
bands, confirming these assignments (Figure 5).32 Due 
to greater overlap with the copper ion, the ir*a orbital 
is more Cu-O bonding than the 7r*; the 7r*, with less Cu 
character, is more 0 - 0 antibonding than the 7r*. The 
7T* -* Cu(II) CT transition should therefore cause more 
distortion of the Cu-O bond length and less distortion 
of the 0 - 0 bond than the x* -* Cu(II) CT transition. 
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Figure 5. Charge-transfer absorption spectrum of the end-
on monomer [Cu2(XYL-0-)(C>2)]+ with resonance Raman 
excitation profiles for the 0 -0 stretch (803 cm-1) and the 
Cu-O stretch (488 cm-1). 

Since A-term resonance Raman enhancement by an 
electronic transition is proportional to the square of 
the excited-state distortion along the enhanced vibra­
tional mode, the ir*a —>• Cu(II) CT transition should 
more strongly enhance the Cu-O stretch and more 
weakly enhance the 0 - 0 stretch than the ir* —• Cu(II) 
CT transition. The 0 - 0 and Cu-O vibrations show 
enhancement from both the 503- and 625-nm O2

2- —* 
Cu(II) CT transitions. The 488-cnr1 Cu-O stretch, 
however, shows relatively less enhancement than the 
803-cnr1 0 - 0 stretch from the 625-nm shoulder, 
consistent with assignment of the 503-nm band as the 
7T* -*• Cu CT transition and the 625-nm band as the 

TT* — Cu(II) CT transition. 
SCF-Xa-SW calculations were performed on an end-

on copper-peroxo monomer model, (NH3)3Cu02, with 
square planar coordination geometry.35 The results of 
these calculations agree with the qualitative description 
of copper-peroxide bonding above. The half-occupied 
HOMO of the complex is primarily Cu dx^ with 
contributions from the peroxide 7r* and nitrogen ligand 
orbitals which are antibonding with respect to the Cu 
dj2.y2 orbital (Figure 6A). The next highest molecular 
orbital, the ir*, has predominantly peroxide character 
and is oriented vertical to the Cu d^yj orbital with a 
node in the Cu-O-O plane. The peroxide orbital 
interacts weakly with the Cud orbitals and the electron 
density remains equally distributed between the oxygen 
atoms. The x* orbital is stabilized below the TT* orbital 
due to the a-bonding interaction between the peroxide 
7T* and the Cu dx*-y* orbitals (Figure 6B). The nitrogen 
ligand orbitals contribute very little to this wave 
function. The c-donor interaction of the peroxide 
7T* orbital with the Cu dxKyi is reflected by lower 
electron density on the oxygen atom bound to the copper 
compared to the terminal oxygen atom, both in the 
7T* molecular orbital and also in total electron density 
(not shown).35 

The first peroxo-bridged copper dimer to be struc­
turally characterized by X-ray crystallography, [{Cu-
(TMPA)}2(02)]2+, has a trans-n-1,2 end-on peroxo-
bridging geometry36 (Figure 2B). The copper ions have 
a distorted trigonal bipyramidal coordination geometry 
with the pyridyl nitrogens in the equatorial positions 
and the aliphatic amine and peroxide in the axial 
positions. The planar C2/, Cu2O2 unit has Cu-O, 0 - 0 , 
and Cu-Cu distances of 1.852, 1.432, and 4.359 A, 
respectively, and the complex has crystallographic Ci 
symmetry. To gain insight into the electronic structure 
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Figure 6. SCF-Xa-SW calculation for an end-on peroxo-
copper monomer (NHs)3CuO2: contour plots of (A) the 
HOMO and (B) the ir* bonding molecular orbital. 

of an end-on peroxo-bridging geometry, BS-SCF-Xa-
SW calculations were performed on a trans-y,-1,2-
peroxo-bridged model.35 The calculation described here 
was performed on a C2h model structure, [ (NH3) 3Cu02-
Cu(NH3)3], with square-planar coordination around 
each Cu to facilitate comparison with the end-on 
monomer calculation. (A calculation on a trans-dimer 
structure with trigonal bipyramidal coordination around 
the copper ions which more closely resembles the TMPA 
complex was performed and yielded qualitatively 
similar results to the C-y, calculation summarized here).37 

The LUMO and HOMO of the trans-M-l,2-peroxo-
bridged model contain symmetric and antisymmetric 
combinations of the Cu dxz_y2 orbitals with the one-
electron orbitals primarily localized on one side of the 
dimer (Figure 7). In the spin-up and spin-down HOMO 
and LUMO orbitals, the Cu dx^ orbital on which the 
electron density is localized has an antibonding inter­
action with the peroxide 7r* orbital. The interaction of 
the peroxide x* orbital with the other Cu dx»_ya orbital 
is antibonding in the LUMO and bonding in the HOMO 
resulting in the HOMO-LUMO splitting. This HOMO-
LUMO splitting correlates to the magnitude of the 
ground-state exchange coupling between the two halves 
of the dimer due to the bridging peroxide38 and has 
implications for excited-state dimer interactions which 
will be discussed in section III. The next highest 
occupied energy level, the molecular ir*, has mostly 
peroxide character with a small contribution from the 
Cu dIZ0,j orbitals. The primarily peroxide x* level 
(Figure 7C) is at much deeper energy due to stabilization 
by a strong ^-bonding interaction with the Cu dx2_y2 
orbital. Significant differences are observed between 
the monomer and the trans dimer. The calculated 
splitting of the n-* and ir* orbitals is much greater in the 
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Figure 7. BS-SCF-Xa-SW calculation for a trans end-on 
peroxo-copper dimer: contour plots of (A) the LUMO, (B) 
the HOMO, and (C) the ir* orbital. 

trans dimer than in the monomer due to the second 
cr-bonding interaction of peroxide with Cu in the dimer. 
Also, there is less total electron density on the peroxide 
in the dimer due to the two cr-donor interactions shifting 
electron density to the copper ions. The cr-donor 
interactions remove electron density from a peroxide 
antibonding orbital resulting in a stronger 0 - 0 bond 
and a higher 0 - 0 force constant in the dimer. 

The absorption spectrum of the trans dimer complex 
(Figure 8) has charge-transfer bands at 435 nm (23 000 
cm-1, « = 1 700 M-1 cm-1), 524 nm (19 100 cm"1, e = 
11 300 M-1 cm"1), and 615 nm (16 250 cm"1, e = 5 800 
M"1 cm-1).37 The bands at 524 and 615 nm are assigned 
as the 7T* and 7r* -»• Cu(II) CT transitions, respectively, 
on the basis of their intensities and energies. The 
intensity of the O2

2' TT* - • Cu(II) CT band is greater 
than for the monomer and side-on dimer peroxo-copper 
complexes. This is attributed to mixing of the d orbitals 
due to deviation of the ligand field from ideal trigonal 
bipyramidal geometry in the [JCu(TMPA)J2(O2)]

2+ 

complex, allowing greater overlap between the 7r* and 
the half-occupied Cu(II) d orbital. Raman peaks 
observed at 832 and 561 cm-1 shift to 826 and 554 cm-1 

with 18O2 isotopic substitution identifying these vibra­
tions as 0 - 0 and Cu-O stretches (Figure 8, insets). A 

normal coordinate analysis shows that the higher 0 - 0 
stretching frequency in the end-on dimer compared to 
the monomer reflects a higher 0 - 0 force constant (3.1 
mdyne/A vs 2.9 mdyne/A for the monomer). This is 
consistent with the SCF-Xa-SW calculations which 
showed that the additional a-donor bonding interaction 
in the dimer as compared to the monomer resulted in 
a less negative peroxide with less electron density in 
the ir* antibonding orbital. 

The resonance enhancement behavior of the KO-O) 
peak (Figure 8) is consistent with the assignment of the 
absorption spectrum with both O2

2- -* Cu(II) CT bands 
giving enhancement, the greater enhancement coming 
from the 7rv -* Cu(II) CT transition as in the monomer. 
The resonance behavior of the p(Cu-O) peak, however, 
is different from that in the monomer, indicating that 
the excited-state distortions along the Cu-O stretching 
mode are very different in the dimer. The e(Cu-O) 
peak is enhanced by the 435- and 615-nm transitions 
but not the 524-nm transition. The lack of enhance­
ment by the 524-nm transition is attributed to the strong 
electronic coupling of the two halves of the domer in 
the ir* excited state which causes the excited-state 
distortion to be the same on both sides of the dimer 
and leads the Cu-O distorting forces to cancel.37 The 
similar enhancement of the 435- and 615-nm bands led 
to an assignment of the 435-nm band as a second 
component of the ir* transition. 

The presence of two components of the x* -* Cu(II) 
CT transition provides an example of the excited-state 
splitting we have found to occur in bridged copper 
dirners25'39-42 (section III). Figure 9 qualitatively shows 
that the two observed components of the ir* are singlet 
and triplet states split by an excited-state exchange 
interaction, J07. This is similar to the antiferromagnetic 
coupling in the ground state, J° s , but involves the CT 
excited state. The singlet and triplet states are each 
further split into symmetric (g) and antisymmetric (u) 
combinations of the CT excitations to each copper 
center. Only one of the resulting four states is electric 
dipole allowed in the trans end-on bridged complex 
and the CT transition to the triplet ir*v excited state 
gains intensity through spin-orbit coupling. The origin 
of the CT excited-state splittings is discussed in section 
III. The charge-transfer states calculated in the BS-
SCF-Xa-SW approximation do not allow for this 
splitting.35 The magnitude of the excited-state ex­
change splitting is dependent on the overlap between 
the Cu d ^ y and peroxide it* orbitals containing the 
unpaired electrons. Thus, J01" is much greater for the 
TT* CT excited state than for the TT* CT excited state. 
Consequently, the TT* -* Cu(II) transition energy 
calculated by BS-SCF-Xa-SW (-16 000 cm-1 for the 
trans dimer) corresponds more closely to the observed 
value (16 500 cm-1) than the calculated x* —• Cu(II) 
transition energy (calculated ~40 000 cm-1, observed 
19 100 cm-1).35 The observation of both the singlet and 
triplet 7T* CT transitions in the trans-n-1,2 bridged 
dimer provides an experimental determination of the 
excited-state exchange energy for this state (-2J07 = 
7600 cm-1).37 The excited-state exchange splitting for 
the TT* CT excited state should be even larger. This will 
be discussed further in section III. 
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Figure 8. Absorption spectrum of the trans end-on dimer [(Cu(TMPA)J2(O2)I
2+ with resonance Raman profiles for the 0 -0 
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Figure 9. Splitting diagram for the peroxide-to-copper CT 
excited states of the trans end-on complex. Arrows indicate 
the transitions observed for the monomer (left), the BS-SCF-
Xa-SW transition state calculation for a trans dimer (center), 
and the [{Cu(TMPA)}2(02)]2+ trans end-on dimer complex 
(right). 

The side-on ju-7j2:ij2-peroxo-bridging geometry found 
in [Cu(HB(3,5-i-Pr2pz)3)]2(02) (Figure 2C) and oxy-
hemocyanin exhibits an electronic structure quite 

different from that of the end-on bridging geometries. 
The [Cu(HB(3,5-i-Pr2pz)3)]2(02) complex has a crys-
tallographic center of inversion with 0 - 0 and Cu-O 
bond lengths of 1.41 and 1.91 A, respectively.11-30 The 
copper ions are coordinated in a very distorted square 
pyramidal geometry with two equatorial 2.00-A and 
one apical 2.26-A pyrazole nitrogen ligands. BS-SCF-
Xa-SW calculations were performed on a planar Z)2/, 
side-on model, [(NHs)2Cu]2O2

2+, with square planar 
coordination geometry.35 The broken symmetry HOMO 
and LUMO are delocalized onto both halves of the dimer 
and involve symmetric and antisymmetric (with respect 
to inversion) combinations of Cu dj.f orbitals respec­
tively. The derealization of the broken symmetry 
orbitals indicates strong coupling between the two 
halves of the dimer. In the LUMO (Figure 10A), both 
Cu dxKy2 orbitals have an antibonding interaction with 
the peroxide IT* orbital. The peroxide has two anti-
bonding interactions with each of the two copper ions, 
indicating an extremely large c-donor interaction 
between peroxide and copper. In the HOMO (Figure 
10B), a new bonding interaction which is not observed 
in the monomer or trans dimer structures occurs 
between the Cu dxi.yt orbitals and the peroxide a* 
orbital. The peroxide er* orbital acts as a ir-acceptor, 
increasing the HOMO-LUMO splitting and stabilizing 
the copper-peroxide structure. As in the monomer and 
trans dimer structures, the next occupied molecular 
orbital is primarily composed of the peroxide IT* orbital 
which mixes weakly with the Cu dxzo,z orbitals. The 
molecular 7r* orbital is stabilized to much deeper 
energy with respect to the ir* by the four cr-donor 
bonding interactions of the peroxide ir* with the 
copper ions (Figure 10C). 

The copper-peroxide bonding interactions described 
by BS-SCF-Xa-SW calculations on the side-on and 
trans end-on structures are compared in Figure 11. The 
HOMO-LUMO splitting is several times larger for the 
side-on dimer than for the trans dimer. This arises 
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Figure 10. BS-SCF-Xa-SW calculation for a side-on peroxo-
copper dimer. contour plots of (A) the LUMO, (B) the HOMO, 
and (C) the 7r* orbital. 

from two contributions, the unusual 7r-bonding inter­
action of the peroxide a* stabilizing the HOMO in the 
side-on structure and the strong cr-donor interaction of 
the peroxide IT* destabilizing the LUMO. The energy 

splitting of the T* and x* orbitals in the side-on bridged 
dimer (~5.5 eV) is much greater than that calculated 
for the trans end-on bridged dimer (~2.5 eV) and the 
monomer (~1 eV) and correlates to the number of 
a-bonding interactions present in these three geometries 
(4, 2, and 1 respectively). As with the trans end-on 
structure, the 7r* —• Cu(II) CT transition energy 
calculated by BS-SCF-Xa-SW (16 000 cm-1) is in 

A. End-on Bound Peroxide 

reasonable agreement with the experimental value. 
However, compared to the trans dimer calculation, the 
larger 7r* excited-state antiferromagnetic exchange 
splitting, resulting from the greater overlap between 
the ira and Cu dx^ orbitals in the side-on dimer, 
causes the BS-SCF-Xa-SW calculated TT* — Cu(II) 
transition energy to be overestimated by more than in 
the trans dimer calculation (~65 000 cm-1 calculated 
vs 28 500 cm-1 observed for both the [Cu(HB(3,5-i-
Pr2pz)3)]2(02) complex and oxyHc).35 Since the side-
on bridging geometry has particularly strong a donation 
to the copper, the peroxide oxygens are calculated to 
have less total electron density than in the trans end-
on dimer which in turn has less total electron density 
on the peroxide than in the monomer. The side-on 
structure therefore has the greatest donation of anti-
bonding electron density from the peroxide to the 
coppers and might be expected to have the strongest 
intraperoxide bond and thus a high peroxide stretching 
frequency. However, the ir-acceptor interaction of the 
peroxide a* serves to weaken the 0 - 0 bond, accounting 
for the surprisingly low 0 - 0 stretching frequencies 
observed for the [Cu(HB(3,5-i-Pr2pz)3)]2(02) complex 
and oxyHc {vide infra). 

The [Cu(HB(3,5-i-Pr2pz)3)]2(02) complex exhibits 
intense O2

2" — Cu(II) CT transitions at 350 nm (28 600 
cm-1, e = 26 000 M~x cm-1) and 538 nm (18 600 cm"1, e 
= 2 000 M"1 cm-1), assigned as the TT* and IT* -* Cu(II) 
CT transitions11'30-35'43 (Figure 12A). OxyHc exhibits 
very similar x* —* Cu(II) and 7r* -»• Cu(II) CT transi­
tions at 340 nm (29 400 cm-1) and 570 nm (17 500 cm"1) 
as well as an additional band in the CD not observed 
in the absorption spectrum39 (Figure 12B). The as­
signment of these transitions as O2

2- —• Cu(II) CT 
transitions is consistent with the Raman enhancement 
of the 0 - 0 stretch by these bands in the side-on 
complex43 and in oxyHc.4,44 The absorption intensities 
of the O2

2" -» Cu(II) CT transitions have been used to 
experimentally quantify the relative peroxide a dona­
tion to the coppers in the monomer, trans dimer and 
side-on dimer complexes.43 The oscillator strength, /, 
relates the integrated intensity of an absorption band 
to the transition-moment integral: 

/exp = (4.32 X 10-9) $e(v) di> (1) 

/theory = (87T2mc/3h)»[ j > M ^ e d r ] 2 (2) 

e is the molar extinction coefficient (M"1 cm-1), v is the 
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orbitals and approximate energy splittings for the two geometries. 
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Figure 12. Absorption spectra and resonance Raman profiles 
of the 0-0 and Cu-O peaks for (A) the side-on bridged model 
[Cu(HB(3,5-;-Pr2pz)3)]2(02) and (B) oxyHc. The € scale for 
the higher energy region is on the left and t for the lower 
energy region is on the right. 

frequency (cm-1), [J"i/*M^e dr] is the transition moment 
integral (cm), \ffi and î e are the ground and excited 
states involved in the transition. A CT transition 
involves excitation from a predominantly ligand (O2

2-

x*) donor orbital, \{/D, to a predominantly Cu Ax^ half-
occupied acceptor orbital, \pA, where the CT donor and 
acceptor orbitals can be expressed as linear combina­
tions of metal, XM, and ligand, XL. orbitals: 

^ D = CD
MXDM + CD

LXD
L 

* A = C A
M X A M+C A

L X A L 

(3) 

(4) 

In the electric dipole approximation the transition-
moment integral for the CT transition from \pD to \pk 

contains the following four terms: 

J > V A dr = C\C\JxVxV dx + 

C V A L J V M r X
A

L dr + C D
L C A

M JXVX A M dr + 

C\C\jX\rx\dr (5) 

While all of the terms will be similarly related to the 
overlap of the metal and ligand orbitals, calculations 
have shown that the ligand-ligand term dominates the 
intensity of charge-transfer transitions.45'46 Although 
orbitals from ligands other than peroxide may con­
tribute to XAL, they will have little effect on the 
transition-moment integral due to lack of overlap with 
XD

L, which has little contribution from ligands other 
than O22". For the monomer, the ligand-ligand term 
reduces to (CDhCAi/),41 where r is the vector from the 
bound oxygen of the peroxide to the metal. For the 
dimers, the ligand-ligand term in eq 5 reduces to 
(CD

LCAi/ cos <t>), where <t> is the angle between the 
transition vectors to each copper in the dimer. These 
vectors are taken to be from the center of the 0 - 0 
bond to the copper. Thus, for the side-on and trans 
end-on dimers in which the transition vectors are from 
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Figure 13. Resonance Raman (A, B, and D) and infrared 
(D) spectra of the in-plane Cu2O2 vibrations of the side-on 
dimer [Cu(HB(3,5-j-Ph2pz)3)]2(02). 

the center of symmetry to the copper ions, cos 4> = - 1 , 
and all of the transition intensity is associated with the 
observed electric dipole-allowed component. 

The o--donor ability of the peroxide corresponds to 
the amount of Cu d^y* character in the fully occupied, 
predominantly peroxide IT* orbital which is given by 
(CDM)2. Since i/'0 has only Cu dxs_ya and O2

2" 7r* 
character, the c-donor ability may be estimated using 
(CPM)2 = [1- (CD

L)2] = (CAL)2. Thus, eq 6 directly relates 
the o- donation by the peroxide TT* orbitals to the 

/^-/[(1.085XlO1V2] = 

(CA, )2[1 - (C\ )2] (C\f (6) 

intensities of the O2
2"-" Cu(II) CT transitions in Figures 

5, 8, and 12, permitting an experimental estimate of 
the relative peroxide charge donation to the copper 
ions. By using equation 6, the oscillator strengths of 
the O2

2" -*• Cu(II) CT transitions in the monomer (J = 
0.06), trans dimer (/ = 0.15), and side-on dimer (/ = 
0.29) complexes give a ratio of peroxide to metal charge 
donation of 1:1.9:3.7 for this series. This indicates that 
the peroxide donates approximately twice the electron 
density (or roughly the same amount per copper) to 
two end-on bound copper ions as to one. The high 
absorption intensity of the 350-nm CT band in the side-
on peroxo-bridged complex reflects donation of nearly 
four times as much peroxide electron density to the 
copper ions compared to the monomer, or twice as much 
per copper as either end-on complex. This produces a 
less negative peroxide in the side-on bridged dimer than 
in the end-on bridged dimer, which is, in turn, less 
negative than the monomer, in agreement with the BS-
SCF-Xa-SW calculations. 

Four vibrational modes of the copper-peroxide unit 
were observed in the resonance Raman and infrared 
spectra of [Cu(HB(3,5-R2pz)3)]2(02)

43 (Figure 13). A 
more stable close analogue of the i-Pr side-on complex 
with R = Ph rather than i-Pr was used for the normal 
coordinate study. An unusually low intra-peroxide 
stretching frequency of 763 cm-1 which shifted to 723 
cm-1 with 18O2 was observed in the Raman spectrum (v 
= 749 cm-1 in both the R = i-Pr derivative and oxyHc). 
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Figure 14. In-plane normal vibrational modes of the side-
on bridging C112O2 unit. Solid and broken lines represent 
opposite distortions. Thicker lines indicate the dominant 
motion in the two Ag modes. 

This peak was enhanced by both O2
2" — Cu(II) CT 

transitions in the resonance Raman profile. Raman 
peaks at 284 cm4 (no shift with 18O2) and 1144 cm4 

(1098 cm-1 with 18O2) and a peak at 331 cm-1 in the IR 
spectrum were also assigned as copper-peroxide modes. 
One striking feature of the Raman spectrum of the side-
on complex is the lack of a totally symmetric Cu-O 
stretch at ~ 500-650 cm-1 as is typically observed in 
cobalt-peroxide dimers and the monomer and trans 
end-on copper-peroxo dimer complexes. A normal 
coordinate analysis reveals that in the side-on D^ 
copper-peroxo unit, the Ag symmetric Cu-O stretch 
involves primarily copper motion and thus occurs at 
low frequency (Figure 14). The 284-cm"1 peak, identi­
fied as a vibration of the copper-peroxo unit from its 
enhancement by the O2

2- -»• Cu(II) CT bands (Figure 
12), is assigned to this mode. (Note that the full rR 
profile was obtained for the analogous 285 cm-1 peak 
in the R = i-Pr complex). The lack of an 18O2 isotope 
shift for the 284-cm-1 peak is reasonable in light of this 
assignment since little oxygen motion occurs in this 
mode (Figure 14). The 285-cnr1 peak is much more 
enhanced by the ir* -*• Cu(II) CT transition than by the 
7T* -»• Cu(II) CT transition. These results are consis­
tent with the description of this mode as a Cu-Cu 
stretch since the ir* -* Cu(II) CT transition involves 
excitation from a bonding to an antibonding orbital 
with respect to the four Cu-O bonds involved in Cu-Cu 
motion, whereas the *-* -»• Cu(II) CT transition shifts 
electron density out of the 0 - 0 antibonding ir*, 
shortening the 0 - 0 bond but not greatly affecting the 
Cu-Cu distance. The normal coordinate analysis 
predicts other, non-totally symmetric copper-peroxide 
stretching modes of B3u and B ig symmetry to occur in 
the 500-650-cnr1 range but these modes have no 
resonance intensity due to their symmetry.48 The 
Raman peak at 1 144 cnr1 is assigned as the totally 
symmetric overtone of one of these two modes. The 
normal coordinate calculation using these assignments 
shows that the low 0 - 0 stretching frequency does 
reflect a low 0 - 0 force constant of 2.4 mdyn/A. 

The experimentally derived peroxide <r-donor strength 
and intraperoxide force constants (feo-o = 2.9, 3.1, and 
2.4 mdyne/A for the monomer, trans end-on dimer, 
and side-on dimer, respectively) for the three peroxo-
copper models are consistent with the BS-SCF-Xa-
SW description of peroxo-copper bonding for this series 
of binding geometries. The increasing <r-donation of 
electron density from the peroxide to the copper on 
going from the monomer to the end-on dimer to the 
side-on dimer indicated by the SCF-Xa-SW calculations 
is reflected in the increasing O2

2- -»• Cu(II) CT transition 
intensities from which the 1:1.9:3.7 ratio of ^-donation 
is derived for the series. The degree of a donation out 
of the ir* 0 - 0 antibonding orbitals is also reflected in 
the 0 - 0 force constants for the monomer and trans 
dimer models. The side-on complex, however, despite 
having the strongest c-donor interaction, has an offset­
ting ir-acceptor interaction involving the strongly 0 - 0 
antibonding O2

2- a* orbital, which greatly weakens the 
0 - 0 bond. The side-on dimer thus has a less negative 
(more "superoxide-like") peroxide which nevertheless 
has an extremely weak 0 - 0 bond. 

These studies of the electronic structure of the end-
on and side-on dimers provide an understanding of the 
electronic structural contributions to the reactivity of 
the side-on peroxide bound active sites of hemocyanin 
and tyrosinase. This is discussed in section VII. Clearly 
the peroxide CT spectrum provides important insight 
into the peroxo-copper bond. There are, however, 
several features of the CT spectrum of the peroxo-
bridged dimers yet to be addressed. These include the 
discrepancy between the calculated and observed ir* -»• 
Cu(II) CT transition energies and the additional higher 
energy triplet component of the ir* -»• Cu(II) transition 
observed for the trans complex, both due to excited-
state dimer splittings. Also, the third CT transition 
observed in the CD spectrum of oxyhemocyanin 
indicates a splitting of the allowed singlet transitions 
due to dimer interactions. These will be considered in 
the following sections. 

/ / / . Charge-Transfer Excited States In Dimers 

A theoretical understanding of the effects of dimer 
formation on excited electronic states is of central 
importance for the interpretation of the optical spectra 
of bridged-metal systems. Here, we are mainly inter­
ested in dimer effects on the bridging ligand -»• metal 
charge-transfer states. Copper(II)-peroxo complexes 
are prototype systems for this problem since they have 
only one magnetic orbital per metal site and they exist 
with various ligand binding modes which all show very 
different peroxide -» Cu(II) CT spectra (section II). In 
this section, the problem of CT excited-state splittings 
of copper-peroxide systems is presented from a general 
point of view and then applied to oxyhemocyanin in 
section IV. 

We consider a dimeric Cu(II) complex bridged by 
peroxide. In order to simplify the treatment, only the 
highest orbitals of O2

2", x* and TT*, and the highest, 
singly occupied orbitals dA and ds of the two Cu(II) 
centers are included. A ligand -* metal CT (LMCT) 
transition may go from the ir* or the 7r* orbital of the 
bridging peroxide to the "left" or the "right" copper 
center meaning that both the ir*c -* Cu and the ir* - • 
Cu(II) CT states are doubly degenerate. Empirically, 
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it is found that each of these degeneracies is lifted by 
dimer interactions leading to the so-called sym-antisym 
splitting which may be large (several thousand wave-
numbers) . Further, each LMCT transition changes the 
copper configuration from d9-d9 to d9-d10 and leaves 
an unpaired electron in the respective ligand orbital. 
Coupling of the two unpaired electrons in the ligand 
and metal orbitals leads to a singlet and a triplet CT 
state which, again, may split by several thousand 
wavenumbers. In total, each monomer TT* -»• Cu(II) or 
IT* - • Cu(II) LMCT state splits into four states in the 
dimer. The splitting scheme for the TT* (= ir) -* Cu 
LMCT transition is derived and the relevant parameters 
are presented. 

The ground-state configuration of a Cu(II)-peroxo 
dimer may be represented by Scheme 1. The cor­
responding singlet and triplet states are 1IV08 and 3r_GS 

where T+ designates the (totally) symmetric and r_ the 
antisymmetric wave function with respect to a sym­
metry element relating the two halves of the dimer 
(mirror plane or center of inversion). A LMCT transi­
tion corresponds to a shift of an electron from w to dA 
(or dB), leading to the four CT excited singlet and triplet 
states lT+CT, 1r_CT, 3r+CT and 3r_CT shown in Scheme 
2. We first consider the diagonal energies of the 
electronic Hamiltonian consisting of l.h(i), containing 
the one-electron kinetic and potential energy operators 
and a two-electron part Ee2/ry, representing the elec­
tron-electron repulsion: 

H =£/»(0 + JV/i-y (7) 
i ij 

The resulting energies of the four CT states are 

(lT_CT) = AE + Jer + 2I-L-hAB (8a) 

< 1TS*) = AE + JdT-2I + L + hkB (8b) 

{sT+
CT)=AE-Jdr-L-hAB (8c) 

(3r_CT) = AE - Jir + L + hAB (8d) 

with 

Jd, = JdA*(l)ir(2)|e2/r12k(l)dA(2) dr = 

(dAir|e2/r12|7rdA> = (dBir|e2/r12|irdB> (9a) 

/ = <dA7r|e2/r12|7rdB) (9b) 
L = (dAx|e2/r12|dBir) (9c) 
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V B = <dA|/i(l)|dB> (9d) 

AE is an average dimer CT transition energy which is 
related to the CT energy A of the corresponding 
monomer (one copper bound to x) by25 

AE = A + Jd„-Kdir (10) 

where 

KdT = <dAx|e2/r12|dAx> = <dB7r|e2/r12|dBx> (11) 

The resulting splitting scheme is shown in Figure 15. 
Note that an important contribution to the average CT 
energy in the dimer has not been included. This 
corresponds to an additional donation of electron 
density from the ligand to the metals upon bridging 
which increases the effective nuclear charge of the 
ligand. By determining A from molecular orbital 
calculations (vide infra), this interaction is taken into 
account. The diagonal splitting of every monomer CT 
transition in the dimer can be described by the 
parameters Jd,, I, L, and h\B (eq 9a-d). J&T describes 
the singlet-triplet splitting. I is the Coulomb-mediated 
excitation transfer integral49'50 which can be interpreted 
as an interaction energy between two transition dipoles51 

(Scheme 3). The corresponding contribution 4/ to the 
singlet CT-state splitting (eq 8a,b) is accounted for by 
the transition dipole vector coupling (TDVC) model 
developed earlier in order to determine CT-state 
splittings and selection rules in peroxide and analogous 
azide-bridged copper dimers.39 The classical interaction 
energy between two dipoles M1 and M2 at a distance 
R = |R| is given by 

M1-M2 (M1-R)(M2-R) 
E = ^ T - B R (12) 

This expression has been evaluated for a cis-ju-l,3-azide-
bridged Cu(II) dimer with C2u symmetry (Figure 16). 
Due to the similarity of the x"b orbital of N3

- with the 
x„ orbital of O2

2", metal-azide systems may serve as 
electronic structural analogues for metal peroxo sys­
tems. From eq 12 and Figure 16, the energy difference 
between the symmetric ("+"; symmetry Ai in C21,) and 
the antisymmetric ("-"; symmetry B1 in C2v) combina­
tion of the two transition dipoles is given by51 

< ( i r + c T ) _ ( i r _c T ) > T D v c = ^ ( A 1 - B 1 ) = 

M2 

2^(cos $ + 3 cos2 0) (13) 
R3 

Here, 9 is the angle between the vector R and M1 (or 
M2), and $ is the angle between the two dipoles (Figure 
16). Note that the "+" combination of the transition 
dipoles corresponds to a CT transition from 1T+^ to 
1T+

07 (symmetry A1) and the "-" combination to a 
transition from 1T+

0S to 1TS^ (symmetry B1). Further, 
the intensity ratio between the two components of the 
LMCT transition is given by 

IA1 = (M1 + M2)
2

 = cos2($/2) 
1B1 (M1 - M2)

2 sin2($/2) 

By using the observed oscillator strengths of the azide 
wf — Cu(II) CT transitions42 and the structural 
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parameters of a cis-n- 1,3-azide-bridged Cu(II) dimer, 
the TDVC model gives a CT-state splitting (eq 13) of 
630 cnr1 and an intensity ratio (eq 14) of 8.6. The 
experimentally observed azide -* Cu(II) CT intensity 
pattern allows assignment of its Ai and Bi components 
and the observed value for the < b — Cu(II) CT-state 
splitting is AE(Ai - Bi) = 3600 cm"1.42 The discrepancy 
between the observed and theoretical CT-state splitting 
cannot be ascribed to the neglect of /IAB and the 
exchange-mediated excitation transfer integral L in 
Scheme 3 since, from exciton theory, L is known to be 
small compared to J,49'50-52 and hAB is small as both 
copper ions are far apart and do not overlap. (Note 
that in refs 41 and 42, L and hp& have been combined 
into the L integral which is large in these earlier 
treatments since nonorthogonal orbitals were em­
ployed.) Hence, configuration interaction (CI) between 
the CT states and other states of the same symmetry 
has to be considered for a quantitative analysis. As we 
start from a localized description with the unpaired 
electrons on each metal, we develop a model of dimer 

excited-state splitting including CI in a valence-bond 
(VBCI) approach. 

So far, no overlap between the ligand and metal 
orbitals has been taken into account. Bonding is 
introduced by the transfer matrix element 

<3r_GS|flfT_CT> = (1F+
08IHj1IV") = 

V/2<dA|/i(l)k) = V2hdAT = V2fcdtfr = hdw (15) 

The triplet secular determinant 

<3r_GS>-E ht 

'd i r 

dir 

<3r_C T> E 
= 0 (16) 

describes the mutual bonding interaction between the 
triplet ground and 3r_CT excited state where (3r_GS) 
and (3r_CT) are the energies of these states in the 
absence of CI. In contrast, 3r+CT cannot interact with 
the ground state. Thus, the interaction (eq 16) is 
expected to give a large splitting of the triplet CT excited 
states (Figure 17, right). Analogous considerations 
apply for the singlet ground and CT states. Here, the 
symmetric components 1T+

05 and lr+CT interact and 
1TS^ is unaffected which gives a splitting order opposite 
to that of the triplet CT states (Figure 17, left). Whereas 
the triplet interaction matrix (eq 16) is complete within 
the three-orbital four-electron picture, there are ad­
ditional higher-energy singlet states which have to be 
included: Starting from the CT configuration (Scheme 
2), the unpaired electron on ds may jump to the bridging 
ligand orbital leading to a metal-to-metal CT (MMCT) 
state with one Cu(I) (d10) and one Cu(III) ion (d8 

configuration) (Scheme 4), or the unpaired electron on 
the peroxide may jump to dB leaving a doubly vacant 
orbital ir (double CT, DCT) (Scheme 5). Whereas there 
is only one DCT state, 1IV, the MMCT states are of 1T+ 
and xr_ symmetry. In total, the two following secular 
determinants are obtained for the 1T. (eq 17) and the 
1T+ states (eq 18): 

(17) 

(1IV3Vf 

0 

0 

(1T^)-E hdT 

: Kr 0 

V2hir 0 

MMCTv _£ 

)-E 

0 

V2hir 

0 

= 0 

')-E 

= 0 (18) 

The secular determinants eqs 16-18 involve four 
parameters, the LMCT energy A, the energies of the 
MMCT and DCT states, U = (irMMCT> and EDCT = 
(irDCT^ and the transfer matrix element hdT. The 
parameters A and hdr can be obtained from a MO 
calculation of the triplet LMCT energies.25 In this MO 
framework, the two Cu d orbitals, dA and dB, at an energy 
A above ir are combined to form the molecular orbitals 

(I1 = (l/\/2)(dA + dB) 

d2 = (l/V2)(dA-dB) 

(19a) 

(19b) 

One combination has the same symmetry as the ir orbital 
and, therefore, mixes with ir and becomes the LUMO 
of the complex, whereas the other combination has a 
symmetry different from ir, stays nonbonding and 
becomes the HOMO; the corresponding energy splitting 
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is the HOMO-LUMO gap AEHL- In terms of MO 
functions, the triplet M8 = 1 ground state 3r_GS is given 
bytheSlaterdeterminant|(Tr+)(ir)(HOMO+)(LUMO+)|, 
the triplet 3r+CT Ms = 1 CT state by the Slater 
determinant |(ir+) (HOMO+) (HOMO") (LUMO+) | (both 
unpaired electrons in orbitals of same symmetry), and 
the CT state 3r_CT (Ms = 1) by |(TT+)(HOMO+)-
(LUMO-) (LUMO+)I (both unpaired electrons in orbitals 
of different symmetry). It can be shown that the 
energies and eigenfunctions of the MO model are 
identical to those resulting from the triplet VBCI matrix 
(eq 16).25 Therefore, the VBCI parameters hdw and A 
can be calculated from the triplet energies obtained 
with SCF-Xa-SW transition-state calculations. In 
particular, A is given by (Figure 17, right) 

3r.CT and 3r+
CT is given by the HOMO-LUMO splitting 

A£HL (Figure 17). 
The singlet CT-state splitting has been experimen­

tally observed in strongly antiferromagnetically coupled 
dimers but the triplet splitting has not. With respect 
to the singlet energies, the VBCI model predicts that 
the singlet CT-state splitting is opposite in sign to the 
triplet CT-state splitting (vide supra) but reduced by 
the interaction of 1T+^ with ir+DCT (Figure 17). If 
£DCT » A, the singlet CT-state splitting reflects the 
triplet CT-state splitting which is the HOMO-LUMO 
splitting and thus provides chemical information about 
the bonding interaction of the bridging ligand with the 
metal centers. The VBCI model also predicts that both 
1T'+CT and 1TS^ are shifted to lower energy by interaction 
with the MMCT states of the same symmetry. As the 
CT triplets are not subject to such an interaction, the 
CT singlets are at lower energy than the CT triplets. 
Note that this corresponds to an antiferromagnetic 
interaction in the CT excited state (excited-state 
antiferromagnetism, ESAF). As a measure of ESAF, 
we define the energy difference between the states 

-2J°T= <3r_CT) - <1r+
C T> (22) 

[ECTS1) - JS(ar.UB)] - [E(3T_ul) -£(3r+
U T)] = A 

(20) 

and, knowing A, hdT follows from eq 16 

£(3r_CT) - E(3r_GS) = 2[(A/2)2 + /id7r
2]1/2 (21) 

Note that the 3r_CT state is reached from 3r+CT by a 
jump of one electron from the HOMO to the LUMO 
(vide supra). Hence, the energy difference between 

after configuration interaction with the ground and 
higher energy CT states, respectively (eqs 16 and 18 
and Figure 17, left-middle). If /idir « U, A, and EDCT, 
-2JCT is given by 

-2J01 
= h^2(jrr • + • 

(£DCT/2) - A, 
(23) 

The physical origin of this interaction is the presence 
of two unpaired electrons in directly overlapping 
orbitals, i.e. one in a metal and one in a ligand orbital 
(Scheme 2). Note the relationship of eq 23 with the 
HOMO-LUMO splitting AEHL which, in the same limit, 
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is given by fed*2/A. Both interactions have the same 
physical origin and are of the same order of magnitude. 
Finally, this CT excited-state antiferromagnetism 
relates to the ground-state antiferromagnetism due to 
mixing of the CT state into the ground-state singlet 
and triplet wave functions. As in eq 23, one obtains 
from eqs 16-18, for the ground-state antiferromag­
netism (GSAF), 

o TGS _ ^ d * _ / l . 1 \ ^ 
A 2 W EDCT/2) 

AE HL \U EDCT/2) 
(24) 

and with the ground-state/CT-state mixing coefficient 
^ = -hdJA, it follows from eq 23 and eq 24 for 

A « U, -EDCT/2 

-2J° S = X2(-2JCT) (25) 

Note that, apart from the contribution from the DCT 
state, this mechanism corresponds to the superexchange 
pathway invoked for antiferromagnetic dimer coupling 
in the ground state.38 For reasonable values of X (0.1-
0.3), ESAF can be 1-2 orders of magnitude larger than 
GSAF. 

In summary, the VBCI model provides a method to 
calculate CT-state splittings and indicates how these 
are related to bonding. The magnitude of the splitting 
of the in-plane ir* —*• Cu(II) transition is related to the 
value of the HOMO-LUMO splitting in the particular 
dimeric complex and thus provides direct information 
about the strength of the metal-bridging ligand inter­
action. Second, the VBCI model quantitates CT 
excited-state antiferromagnetism (ESAF) in terms of 
configuration interaction with higher-energy MMCT 
and DCT states. Since ground-state antiferromag­
netism (GSAF) derives from mixing of the ground state 
with the CT-state wave functions subject to ESAF, 
ESAF is much larger than GSAF and, hence, should 
greatly affect the excited-state spectrum. This is, in 
fact, the origin of "dimer" bands which appear in the 
absorption spectrum of dimers at lower energy than in 
monomers and were previously assigned to SPE transi­
tions (simultaneous pair excitations).53 Thus, the study 
of CT-state splittings and CT excited-state antiferro­
magnetism provides detailed information regarding the 
electronic structure of dimers and, in particular, insight 
into the origin of their magnetic properties. 

IV. Electronic Absorption Spectrum of 
Oxyhemocyanin 

In section II, the BS-SCF-Xa-SW calculation of the 
side-on peroxide-bridged Cu(II) dimer site found in 
oxyHc has been presented. There are two problems 
which need to be addressed: (i) the BS-SCF-Xa-SW 
method does not give CT excited-state splittings 
(section III), and (ii) the peroxide 7r* -*• Cu(II) CT 
energies obtained this way are consistently too high 
(up to 25 000 cm-1) which, as described in the preceding 
section, is due to a neglect of CT excited-state anti­
ferromagnetism (ESAF). In this section, the CT-state 
energies of the side-on bridged copper-peroxo dimer 
are calculated with the VBCI model, compared with 
the BS-SCF-Xa-SW results and related to the electronic 

Figure 18. Schematic structure of the side-on peroxide-
bridged copper dimer including orbitals involved in bonding. 

20000 

I 

6 
O 

"'» 

' B 3 u (Abs) 

l ^ • - / / -

^ I I 

'B1 1 1 

' B 2 g ( C D ) / 

i / i \ 

V B C I - D 2 h 

VBCI-C2 1 1 

(Abs ) 

i i l 

- 1000 

350 400 400 500 600 700 800 " 

Wavelength (nm) 

Figure 19. Electronic absorption and CD spectra of oxy-
Hemocyanin (busycon) with calculated transition energies in 
planar (Dy1) and nonplanar (C2/,) symmetry. 

absorption spectrum of the side-on model complex [Cu-
(116(3,5-1-Pr2Pz)3I2(O2

2-) and that of oxyHc.54 

The valence orbitals of the side-on bridged peroxide 
model complex are shown schematically in Figure 18. 
The coordination around each cupric ion is square 
pyramidal, hence, the dimer is nonplanar. As the apical 
Cu-N bondlength is elongated with respect to the two 
others, planar (D2/,) dimer symmetry is considered first. 
With the z axis perpendicular to the Cu-O2-Cu plane 
and the x axis parallel to the Cu-Cu vector, the selection 
rules for the <(02

2_) — Cu(II) LMCT singlet transi­
tions (only the singlets will be spin allowed from the 
Aig singlet ground state) are B2g(Ry) and Bi„(z), and for 
the 7r*(02

2") —* Cu(II) singlet transitions are Aig-
(forbidden) and B3u(x). Hence, four singlet CT states 
are predicted three of which should contribute to the 
optical absorption and CD spectrum. The spectrum of 
oxyHc (Busycon) is presented in Figure 19.3,55 There 
are two intense bands in the visible (580 nm; e = 1 000 
M-1 cm-1) and the UV (350 nm; 20 000 M"1 cm-1) region 
and one CD absorption feature at 480 nm (AE = +2.5 
M -1 cm-1). As all these features are absent in the met 
derivative [Cu(II)Cu(II)], they are assigned to O2

2- -*• 
Cu(II) charge-transfer transitions. Since the highest 
occupied orbital of each copper, dx*-y*, has two lobes 
directed to the peroxide ligand (Figure 18), the w*a 

orbital in the xy plane is expected to be more strongly 
stabilized than the 7r* orbital perpendicular to that 
plane (section II). Therefore, the high-intensity band 
at 29 000 cm-1 is assigned to the ** — Cu(1B3U) CT 
transition, the low-intensity electric-dipole band at 
17 500 cm-1 to the TT* — Cu(1BIu) CT transition, and the 
CD feature at 20 500 cm 4 not present in the absorption 
spectrum is assigned as the magnetic dipole-allowed 
transition 7r* -* Cu(1B28). The spectrum of the side-on 
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model complex [Cu(HB(3,5-i-Pr2pz)3](02) is very simi­
lar to that of oxyHc (Figure 12) and the same assign­
ments apply, i.e. the x* -»• Cu(1B3U) transition is 
observed at 28 600 cm"1 (e = 26 000 M"1 cm"1) and the 
electric dipole allowed x* -* Cu(1BIu) transition at 
18 600 cm-1 (« = 2 000 M"1 cm"1) (section II).43 Due to 
the lack of optical activity, no CD signal is present. 

The VBCI model is now applied to the side-on model 
complex and oxyHc, respectively. From D2h SCF-Xa-
SW transition-state calculations, the transition energies 
from the ground-state triplet (3B3u

GS) to the triplet 
x* — Cu(II) CT states are calculated at 62 880 cm"1 

(3Alg
CT) and 71 330 cm"1 (3B3u

CT), respectively. From 
eqs 20 and 21, these energies lead to a zeroth-order CT 
energy A of 54 430 cm-1 and a transfer integral h^ of 
-23 050 cm*1. In order to evaluate the singlet CT 
energies, values for the MMCT- and DCT-state energies 
U and EQCT, respectively, are needed. From photo-
electron spectroscopy, U is known to be around 6.5 eV 
in dimeric copper systems.56

 JBDCT is evaluated by SCF-
Xa-SW transition-state calculations of two consecutive 
transitions giving a value of 140 000 cm-1 for the side-
on bridged dimer. With the use of this set of parameters 
and eqs 17 and 18, the energies of the two singlet x* -* 
Cu(II) LMCT transitions are calculated to be 41 060 
cm-1 (1B3U

07) and 43 780 cm"1 (1A1^). Compared with 
the experimental 1B3U

01, transition energy of 28 600 cm-1, 
the VBCI value is still over 10 000 cm4 too large, but 
represents a significant improvement over the broken-
symmetry result of 66 800 cm4. It has been found that 
the TT* — Cu(II) LMCT energy in BS-SCF-Xa-SW 
calculations decreases from 66 800 to 39 300 cm-1 by 
reducing the Cu sphere size from 2.95 to 2.60 bohrs, 
whereas the x* —• Cu(II) transition energy shows 
virtually no change.35 Reducing the copper sphere size 
would further lower the x* CT energy. The difference 
between the BS-SCF-Xa-SW and the VBCI result is 
due to the inclusion of excited-state antiferromagnetism 
which amounts to a ~ 30 000-cnr1 stabilization of the 
singlet in the side-on dimer. Finally, the energy of the 
x* -*• Cu(II) CT transition is calculated at 18 400 cm4 

which compares well with experiment. In D2/, sym­
metry, however, no splitting is predicted by the VBCI 
model as all x* CT states transform as different 
irreducible representations than the ground and x* CT 
states. In order to account for the x* —>• Cu(II)-state 
splitting observed in the electronic spectrum of oxyHc, 
the analysis has to be based on a more realistic molecular 
symmetry. 

From the nonplanar structure of the side-on peroxo 
complex (Figure 18), the effective symmetry is C2h with 
the z' = C2 axis along the 0 - 0 vector. Now the peroxide 
x* and x* orbitals both transform according to the 
same irreducible representation, Bg, and each x* -»• Cu-
(II) and x* -* Cu(II) singlet CT state splits into an 
Ag(R2') and Bu(x',y') component. As a consequence of 
the square pyramidal N3O2 coordination around each 
copper, the principal axis of each copper center is tilted 
by ~ 10° with respect to the Cu-O2-Cu plane defining 
x* and x* (Figure 18). Hence, a nonvanishing matrix 
element (^dJv = V2(7r*J/i|dA) exists which was zero in 
D2h symmetry due to the orthogonality of DA, the Cu 
dx2_y2 orbital and the x* orbital. Likewise, the electric 
dipole transition from TT* to dA which has been allowed 

group theoretically for the Biu component in D2/, 
symmetry (parallel to z), but in fact had zero intensity 
in D2/, symmetry due to the orthogonality of x* and dA, 
gains intensity in C2A to the extent that the copper 
centers are tilted with respect to the Cu-O2-Cu plane. 
We make the approximation that the transition mo­
ments (dA^k*) are proportional to the transfer matrix 
elements h^, i.e. 

<d>IO = (KJ1 
<dA|ju|-7T*> ^ d * 

From the oscillator strengths of the x* and x* transi­
tions, one obtains a ratio of 1:3.5 for the left side of eq 
26 and, with /idir = 23 050 cm"1, a value of -6 600 cm-1 

is obtained for (ZiaJv The zeroth-order CT energy Av 
for the xv transition is determined by moving one 
electron from x* to the HOMO starting from the triplet 
ground state, giving a value of Av = 7 700 cm-1 (section 
III). Now the secular determinants, eqs 17 and 18, 
including the 1Bu and 1Ag components of the x* LMCT 
states, can be solved. Note that via the matrix element 
(̂ dTr)v the 1Ag(Tr*) CT state interacts with both the 
1Ag ground and the 1Ag MMCT state, whereas the 
1B11(X*) state interacts only with the 1B0 MMCT state. 
Further, there is no interaction between the x* 
and x* LMCT states as the matrix element (x*|h|x*) 
vanishes. Finally, the DCT states with two electrons 
removed from xv or one from x* and x* are neglected 
as their energy is high compared to the off-diagonal 
matrix element. Solving the secular determinants for 
1Ag and 1B0 gives the following optical transition energies 
(see Figure 19): 1B11(X*), 19 520 cm"1; 1A8(X*), 22 410 
cm-1; 1B11(X*,), 44 330 cm-1; 1Ag(X*), 46 250 cm-1. The 
calculated x'-state splitting (2 900 cm4) is in 
good agreement with the observed value (3 000 cm4). 

In summary, the VBCI model combined with SCF-
Xa-SW molecular orbital calculations allows an un­
derstanding of the spectral features and the electronic 
structure of oxyhemocyanin. The side-on binding mode 
results in a strong interaction between peroxide and 
copper as reflected by the very large value of the transfer 
matrix element and the huge stabilization of the x* 
orbital. Both parameters are calculated to be larger 
than in the £rans-/ii-l,2-peroxo-bridged Cu dimer. The 
large value of the transfer element corresponds to a 
strong donation of electron density into the copper 
orbitals making the side-on bridging O2

2" the least 
negative within the Cu-peroxo series (section II).35 The 
VBCI model also predicts a very strong antiferromag­
netism in the CT excited state which lowers the observed 
CT energy by over 25 000 cm-1 from the value predicted 
by BS-SCF-Xa-SW transition-state calculations. This 
excited-state antiferromagnetism (ESAF) is transferred 
into the ground state by mixing between the CT and 
ground-state wavefunctions, giving an estimate for the 
ground-state coupling constant -2J°S of 2 500 cm4 

which is 1 order of magnitude smaller than ESAF (only 
a lower limit of -2J°S > 600 cm4 was obtained from 
SQUID susceptibility measurements).43 The splitting 
of the x* -* Cu(II) LMCT transition reflects the 
interaction of x* orbital with the Cu dx2.yi orbitals due 
to the nonplanarity of the dimer. Since the energy gap 
between the x* orbital and the highest energy d 
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Figure 20. Glass absorption spectrum of [(en)(dien)Co(02)-
Co(en)(dien)]4+ at 78 K. 

orbitals of the copper centers is small, a relatively small 
distortion causes a relatively large splitting (3000 cm-1) 
of the TT* — Cu(II) LMCT states. 

V. Electronic Absorption Spectrum of Co(III) 
Dlmers: Comparison to Cu(II) Dlmers 

Cobalt-peroxo systems comprise a large number of 
structurally characterized monomers as well as cis- and 
fcrcms-/i-l,2-peroxo- and ji-l,l-hydroperoxo-bridged 
dimers.21'57 The variety of O2

2- binding modes allows 
a systematic comparison of the spectral properties of 
the different cobalt-peroxo species which is of interest 
with respect to an understanding of electronic-
structural factors influencing oxygen binding and 
activation, photochemical properties, and, in particular, 
a comparison to the spectroscopic and chemical prop­
erties of the analogous copper-peroxo systems. A 
number of spectroscopic investigations have been 
carried out on cis- and trans-/u-l,2-cobalt-peroxo 
complexes58-64 and their electronic and spectroscopic 
properties have been reviewed.265 However, band 
assignments have been based on solution spectra, and 
no complete picture of ligand-field and charge-transfer 
spectra has been achieved. Therefore, we have per­
formed a single-crystal polarized absorption study of 
the electronic structure of trans-M-l,2-peroxobinuclear 
cobalt complexes.26 

Figure 20 shows the solution spectrum of [(en)(dien)-
Co(02)Co(en)(dien)]4+ at 78 K. The dominant feature 
is a band at 300 nm (e « 14 000 M"1 cm-1). Much less 
intense (e < 500 M - 1 cm-1) bands are observed at 400 
and 550 nm. From overlap and energy considerations, 
the 300-nm band is assigned to the TT* -*• Co CT 
transition.2 This assignment is supported by the Raman 
preresonance enhancement of the 800-cnr 10-0 stretch­
ing vibration. As indicated in previous sections, a 
second, less intense CT transition from the peroxide 
?r* orbital is expected at lower energy. However, the 
plot26 of the frequency-corrected Raman intensity I1I2 

against the Shorygin function A66 in Figure 21 shows 
only a straight line corresponding to an Albrecht A 

Figure 21. Plot of the square root of the intensity of the 
0 - 0 stretch vs the Shorygin function for a trans 1,2 cobalt-
peroxo dimer. 
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Figure 22. Single-crystal polarized absorption spectra of 
[Co2(NH3)Io](SCN)4along [001] (solid) and [110] (dot-dash) 
directions. 

term enhancement67 of VQ-O with respect to the 300-nm 
band, i.e. there is no indication of a second peroxide -* 
Co CT transition. The position of the IT* -* Co CT 
transition was then determined through single-crystal, 
polarized absorption measurements of various trans-
H- 1,2-peroxo-bridged cobalt dimers. 

Figure 22 presents the polarized single-crystal spectra 
of the orthorhombic system [(NH3)5Co(02)Co(NH3)B]-
(SCN)4 with E Il [001] = c (along the needle axis; solid 
line) and E || [110] (perpendicular to the needle axis; 
dot-dash line). If the molecular coordinate system is 
chosen such that Z is perpendicular to the Co-O2-Co 
plane and X parallel to the Co-O bond (Figure 23), one 
can determine from the X-ray structure that the crystal 
spectra along [001] and [110] are given by 

«[ooi] = ! - 0 0 ^ z 

6UiO] = 0.55ex + 0.45ey 

(27) 

in terms of spectra along the molecular axes X, Y, and 
Z. Figure 22 shows that five bands can be identified 
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Table 1 

A A 

Figure 23. Coordinate frame for trans-02
2' Co dimer systems. 

N,Co 
N5CoO2 

(N5CoO2CoN5) 

N5Co (N5CoO2CoN5) °2 

Figure 24. (A) Bonding scheme of cobalt-peroxo complexes 
with ir*(022~) lower in energy than the metal t2g orbitals, 
polarizations in monomer (lowercase) and dimer (uppercase). 
Part B shows the bonding scheme for the same complexes 
with ir*(022") higher in energy than the metal t2g orbitals. 

in the visible part of the spectrum which are denoted 
by I-V. Importantly, band I, the lowest energy band, 
is Z polarized. Figure 24 presents two possible bonding 
schemes to account for the spectral properties of cobalt-

band 
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X 

assignment 

ir*-»z2 

K~* *y 
X2 _ yi—• Xy 

yz-*xy 
xz-*xy 
x2 _ y2 _ • z2 

*-* — z2 

peroxo systems. If the ir* orbital is assumed to be at 
lower energy than the manifold of cobalt t2g orbitals 
(Figure 24A), a 7r-antibonding interaction is anticipated 
to occur between ir* and dx2_y2 of each cobalt center (for 
the definition of x,y see Figure 23), and the lowest ligand 
field transition is expected to be dz^y2 -»• dxy which is 
Y polarized. A possible candidate for a Z-polarized 
transition within this bonding scheme would be dx^ 
—- d22 which, however, derives from the octahedral 1Ai 
-»• 1T2 transition and is expected to be at much higher 
energy. Hence, the bonding in Figure 24A is excluded 
by the experimental result and the energetic sequence 
between ir* and the cobalt t2g orbitals has to be 
reversed, i.e. ir* must be at higher energy than the 
metal t2g manifold (Figure 24B). In this alternative 
bonding description, band I is assigned to ir*v -»• dzi (Z 
polarized). Note that this indicates that the HOMO of 
binuclear trans-n- 1,2-peroxide-bridged cobalt com­
plexes is not of metal, but of ligand (O2

2") character. A 
consistent assignment of the remaining bands H-V has 
further been achieved within Figure 24B (Table 1) by 
comparing the polarized single-crystal absorption spec­
tra of five structurally characterized £rarcs-;it-l,2-peroxo-
cobalt systems. In particular, band II was found to be 
7T* -*• dx:y, i.e. a second component of the ir*v -»• Co CT 
transition, and bands III-V were assigned to d-d 
transitions. 

Each of the transitions mentioned so far splits into 
a g and an u combination in the dimer as described in 
section III. Denoting the C2h dimer states with ^ , 
monomer wave functions with 0(1) and 0(2), respec­
tively, and excited state wave functions with a prime, 
one obtains for the g ground and g,u excited states of 
the trans-n- 1,2-peroxide-bridged dimer 

* g = rtl) p<2) 

¥ / = iff (I) *(2) + ?(1) iff (2) 

* u ' - iff {!) <P(2) - ?(1) iff (2) 

(28) 

The total transition dipole moment M is given in terms 
of monomer transition dipole moments Mi and M2 from 
the peroxo ligand to the 1 and 2 by 

M+ = (*JM|*/> = < P(I)IiV(I)) + < (̂2)|;V(2)> = 
M1 -I- M2 = 0 

M. = <*gi;i|*u'> = <P(I)IiV(I)) " <?(2)|iV(2)> = 
M 1 -M 2 = 2M1 (29) 

Only the transitions from the g ground state to the u 
excited state are electric dipole allowed and thus no LF 
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or CT excited-state splittings can be observed in the 
optical spectra of £rans-/i-l,2-systems. 

In summary, the investigation of the trans-n-1,2-
peroxo-cobalt systems have indicated a strong stabi­
lization of the peroxide ligand as reflected by the large 
value of the ir* - ir* splitting (17 000 cm-1). This 
stabilization is due to good overlap and a strong 
a-bonding interaction between the peroxide ir* and the 
Co dz2 orbitals. The ligand field bands III-V are typical 
of low-spin Co(III) systems and reflect the coordination 
to a ligand with one ir orbital perpendicular to the Co-
O2-C0 plane. The ir* -» Co transitions appear at lower 
energy than the ligand field bands indicating that the 
HOMO in the trans-fi-1,2 cobalt-peroxo complexes has 
ligand ir* character. It is of interest to compare the 
spectroscopic and electronic properties of the trans-
/*-1,2 cobalt-peroxo to those of the analogous copper 
irans-ti-l,2-peroxo system [{Cu(TMPA)}2(02)]2+ which 
has been described in section II. These are two striking 
differences in the peroxide -* metal CT spectra: (i) 
whereas the intensity of the ir* -* Co transition is small 
and comparable to those of the LF transitions (« ~ 100 
M"1 cm-1), the intensity of the ir* -»• Cu transition is 
nearly 2 orders of magnitude higher (~ 6 000 M - 1 cm 4) 
and comparable to that of the ir* -» Cu(II) transition 
(12 000 M-1 cm-1). (ii) The separation between the spin-
allowed ir* and ir* CT bands is 17 000 cm-1 for the 
cobalt complex (vide supra) and only 2 600 cm"1 for the 
copper complex. The first difference is due to a 
distortion of the copper coordination away from regular 
trigonal bipyramidal symmetry, whereas the cobalt 
systems have a coordination close to regular octahedral 
around the metal centers. This distortion leads to a 
nonzero overlap of dza(Cu) with ir* and causes the high 
intensity of the ir* — Cu(II) CT transition. The second 
difference is related to the fact that Co(III) ions are 
closed subshell systems, whereas Cu(II) centers have 
one unpaired electron which, in the CT state, may couple 
with an unpaired electron in the bridging ligand orbital 
causing a large energy depression of the (singlet) CT 
state (excited-state antiferromagnetism, section III). 
In terms of the VBCI model (section III), ESAF is 
described by configuration interaction of the CT with 
a MMCT state which requires an additional (virtual) 
transition from a Cu(II) center to the ligand resulting 
in a Cu+-Cu3+ (d10-d8) final configuration. In the case 
of the Co(III) systems, this transition is expected to be 
at much higher energy as one electron has to be removed 
from the (t2g)6 configuration. In addition, the Co2 +-
Co4+ configuration would be high spin and cannot act 
to lower the energy of the singlet CT state. 

Spectra of doubly bridged it-hydroxo- or tt-amido cis-
/t-l,2-peroxo-cobalt compounds (Figure 25) are very 
different from those of the singly bridged irans-cobalt 
dimer systems as now two intense UV bands at 290 and 
350 nm (t » 6 000 M"1 cm-1) are observed.2'65'68 From 
SCF-Xa-SW calculations on trans mono and cis 
dibridged copper-peroxide systems,35 the different 
coordination should not strongly affect the irff and 
x* orbital energies. In the dibridged systems, however, 
additional CT transitions are expected from the bridg­
ing hydroxo or amido ligands to the metal, and these 
systems are known to be severely distorted with Co-
O-O-Co dihedral angles of around 60° .2157 Due to this 
distortion, the Co dz2 orbitals have a reduced overlap 
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Figure 25. Spectra of doubly bridged cis-11-l, 2-O2

2" binuclear 
Co(III) systems. 

with ir*(022-), but a nonvanishing overlap with 
ir*(02

2-), i.e. ir* becomes less a bonding than in the 
trans systems and ir* gets some c-bonding character. 
As a consequence, the ir* and ir* transitions should 
approach each other in energy. The 290- and 350-nm 
bands have been assigned to O2

2" ir* -* Co and ir* -* Co 
CT transitions,2'65 but as has been pointed out,68 the 
shift of the ir* -* Co CT transition from 300 nm in the 
trans systems to higher energy is not consistent with 
the above bonding description. Moreover, the donation 
of electron density from the second bridging ligand 
(OH", NH2-) to the Co(III) atoms is expected to decrease 
the amount of charge donation from the peroxide and, 
hence, the stabilization of ir* leading to a further 
decrease of the ir* -»• Co transition energy. An alter­
native assignment of the 290-nm band is an hydroxo or 
amido —*• Co charge-transfer transition and the 350-nm 
band is a superposition of the ir* and irv Co CT 
transitions. This would, however, require that the 
hydroxo -* Co and the amido -*• Co CT transitions 
appear at the same energy. Finally, the ir* ->- Co CT 
transition should split into two transitions in the dimer 
as described in section III with both transitions being 
electric dipole allowed in a cis-/*-1,2 geometry. Thus, 
the 290-nm band could correspond to the higher energy 
component of ir* - • Co CT transition and the 350-nm 
band to the lower energy compartment of ir* -»• Co or 
a superposition of ir* and ir* -+ Co CT transitions. 

Assignment of the lowest energy band (band I) in the 
spectra of the trans-n-1,2 cobalt-peroxo complexes to 
ir* -* Co has important implications with respect to the 
photochemistry of cobalt-peroxo systems. Thus, the 
yield of photoinduced deoxygenation is wavelength 
independent in the range of 300-550 nm for the trans-
It-1,2 systems which was interpreted as being due to a 
low-lying photoactive state at X > 550 nm69 which, from 
our polarized data, has to be the ir* ->• Co LMCT state. 
In contrast, the doubly bridged systems show a clear 
correlation of the rate of dioxygen release with the band 
at 290 nm. The presence of a second bridge in addition 
to peroxide also has implications on the reactivity of 
the cobalt-peroxo species. The oxygen affinity of the 
dibridged systems has been shown to be in general 
smaller than of the monobridged systems70 which is 
understandable in terms of the reduced stabilization of 
the ir* level in the presence of a second bridge (vide 
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supra). Differences in stability of the cis-n-1,2 dibridged 
systems are mainly due to the nature of the second 
bridge: whereas the ^-amido systems are quite stable 
even in acid solution, the /it-hydroxo bridge is hydrolyzed 
in acid solution to give a single-bridged species which 
decomposes rapidly to 2Co(II) ions and O2. It should 
be noted that the instability of the monobridged 
complexes in acid solution does not arise from proto-
nation of the bound peroxide which, on the contrary, 
stabilizes the complex,71 but rather from dissociation 
and protonation of the free ligands (e.g. NH3). The 
protonated form of the cis- or trans-n- 1,2-peroxide 
bridge is in equilibrium with the ^-1,1-hydroperoxo 
species which appears as an intermediate in reactions 
involving oxygen transfer and further reduction to 
water. It has been shown72 that the ^-1,1-hydroperoxo-
cobalt species generated in the reduction of trans-n-
1,2-superoxo-cobalt systems with metals (Fe2+, Cr2+, 
V2+, Eu2+) decays to Co2+ ions and O2 at a rate which 
is inversely proportional to [H+] which indicates that 
peroxide is stabilized in the /u-l,l-hydroperoxo binding 
mode toward loss as O2. Alternatively, it has been 
demonstrated that the essential step in the chloride- or 
bromide-catalyzed disproportionation of ^-peroxo-^-
amido-cobalt systems is the attack of Cl- (or Br-) on 
the /u-amido-jU-l,l-hydroperoxo intermediate leading 
to the /U-OH-^-NH2 complex and HOCl (or HOBr);73 

the same mechanism is involved in the reduction of 
peroxo cobalt(III) complexes with iodide.74 The higher 
reactivity of the û-1,1 as compared to the cis- or trans-
JU-1,2 bonding mode toward oxygen transfer and further 
reduction could be due to contributions from both 
structural and electronic factors, i.e. the easier attack 
of a substrate on the 0 - 0 bond oriented perpendicular 
to the Co-Co axis and the polarization of this bond 
induced by the asymmetric coordination. 

In summary, the spectral features of fi-1,2 cobalt-
peroxo systems are consistent with a description of a 
Co3+-O2

2--Co3+ unit with a large amount of charge 
derealization (stabilization) of the bound peroxide 
toward the metals. This is reflected in the large number 
and high stability of peroxo-cobalt complexes. In 
comparison, the £rans-/u-l,2-peroxo binuclear copper-
(II) system is much less stable as peroxide is bound to 
divalent metals and the amount of charge donation of 
peroxide is smaller. In order to activate dioxygen 
toward oxygenation and further reduction, cobalt-
peroxo chemistry requires rearrangement to the ii-l,l-
hydroperoxo binding mode. This appears to be related 
to the binding of dioxygen as end-on hydroperoxide in 
the multicopper oxidases (e.g. laccase) which catalyzes 
the four-electron reduction of dioxygen to water.75 

VI. Electronic Absorption Spectra of Met- and 
Oxyhemerythrin: Nature of the n-Oxo and 
Hydroperoxo-Fe(III) Bond 

The interaction of binuclear iron proteins with 
dioxygen has the focus of much recent work in bio-
inorganic chemistry.76"79 The first known binuclear 
non-heme iron protein system to bind oxygen was oxyHr 
which was structurally characterized in 1985.80 The 
electronic structure of met and oxyHr are the subject 
of this section. It should also be noted that there has 
been recent work in the synthesis and characterization 
of non-heme iron-peroxo model complexes.81'82 
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Figure 26. (A) Room-temperature absorption spectrum of 
metCl- Hr and (B) room-temperature and low-temperature 
(10 K) absorption spectra of the tribridged model complex. 

A. The F e m - 0 - F e m Bond 

In addition to the peroxo-Fe111 bond, oxyHr contains 
an Fe i n-0-Fem core (Figure IB). It is important to 
understand the electronic structure of the Fe i n-0-Fem 

unit that dominates the bonding in this site. MetHr, 
i.e. the binuclear ferric form which also contains the 
Fe I n-0-Fem unit, binds small anions to one Fe(III). 
The room temperature absorption spectrum of the 
metCl- derivative (Figure 26A) exhibits the distinctive 
spectral features which are associated with the FeIIL-
O-Fe111 unit. These include d-d or ligand-field (LF) 
bands that are orders of magnitude more intense than 
are found for ferric monomers83 and new intense low-
energy bands which were originally thought to be 
simultaneous pair excitations (SPE) transitions.14 SPE 
transitions correspond to LF transitions occurring 
simultaneously on both irons of the dimer which are 
coupled through the exchange interaction to give one 
transition at twice the single-ion transition energy. It 
has been shown that these bands should, in fact, be 
assigned to oxo -»• Fe charge-transfer transitions17 which 
are at unusually low energy. Model complexes con­
taining the Fe i n-0-Fem unit exist which have been the 
subject of numerous studies.76'79'84'85 The model complex 
[Me3TaCn(OAc)Fe]2O,86 based on its ideal orientation 
in the unit cell, has been studied in great detail using 
a combination of spectral techniques. Hereafter it will 
be referred to as the tribridged structure. The room-
temperature and low-temperature glass spectra shown 
in Figure 26B are very similar to those of metHr and 
have been divided into three regions. Note that the 
features in region II are resolved into a number of 
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Figure 27. (A) Energy-level splittings for GS and spin-forbidden LF excited states in the dimer and (B) energy-level splitting 
for GS and spin-allowed CT excited states in the dimer. 

components which show a striking temperature de­
pendence. For a correlation of the absorption spectrum 
with the Fe-O-Fe angle, data for a single oxo-bridged 
complex, [(HEDTA)Fe]2O, hereafter called the mono-
bridged structure, with an angle of 165° 87 has been 
analyzed and, where necessary, will be used to aid in 
the description of these systems. Also to gain further 
insight into the Fe-oxo bond, BS-SCF-Xa-SW calcula­
tions have been performed on idealized geometries 
based on both structures. 

These model complexes, which are both antiferro-
magnetically coupled, reproduce the ground-state mag­
netic properties of metHr. The bridging oxo with its 
short Fe-O distance of 1.8 A is the dominant pathway 
for superexchange in these systems. Upon formation 
of the dimer, the ground state splits into six total spin 
states due to antiferromagnetic coupling of two S = 5/2 
monomers to give SWai = 0> 1» 2» 3, 4, 5 states of the 
spin ladder shown in the bottom half of Figure 27, parts 
A and B. The splitting is governed by the ground state 
J°s. The symmetry of the states can be obtained using 
a group theoretical technique which involves coupling 
the two CiU monomers.88 Transitions will be observed 
only from thermally populated components of the 
ground state, and, from a Boltzmann analysis of the 
ground spin states using a J°s of -120 cm"1, which is 
the experimentally determined ground-state exchange 
value for the tribridged structure,86 only the singlet, 
triplet, and quintet sublevels of the ground state are 
significantly populated at 300 K. 

The excited-state absorption spectrum of the ligand-
field and oxo -»• Fe3+ charge-transfer transitions is a 
direct probe of the iron-oxo bond and also offers insight 
into the efficiencies of the specific orbital superexchange 
pathways in both the ground and excited states (vide 
infra). First we consider the LF transitions. All LF 
transitions of high-spin d5 ions, 6A1 -»• 4r (r = T b T2, 
Ai, E), are spin forbidden, and the energy ordering of 
predicted transitions are given by the weak field 

6S 

Dq 
6 A i 

uq w 

Figure 28. Tanabe-Sugano diagram for high spin d5. 

Tanabe-Sugano diagram89 for d5 in Figure 28. In Figure 
27A are the LF states of the dimer obtained when one 
ion undergoes a quartet ligand-field transition resulting 
in a complex that has an S = 5/2 (ground state) ion on 
one side of the dimer and an S = 3/2 (excited state) ion 
on the other side. These spins couple leading to four 
spin states (Slot = 1, 2, 3, 4) with an energy splitting 
described by an excited state J1^ value. In the excited 
state, a matrix element exists that can transfer the 
excitation to the other side of the dimer leading to a 
symmetric (+) and antisymmetric (-) splitting of each 
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N % N 

Figure 29. Coordinate frame for the tribridged model 
complex. 

spin component in the excited state yielding a total of 
eight possible transitions in the dimer for each monomer 
ligand-field transition, with the symmetry of the dimer 
states dependent on the specific single ion excited-state 
denoted by T (Figure 27A, top). As presented in section 
III a similar interaction also occurs for charge-transfer 
transitions yielding energy splittings of excited total 
spin states. Since charge-transfer transitions for d5 

systems are spin allowed, in the excited state of the 
dimer both of the irons will have spins of 5/2- Coupling 
these spins yields the same STot values obtained in the 
ground state (ST* = 0, 1, 2, 3, 4, 5) but again 
antisymmetric and symmetric combinations of these 
transitions yields a total of 12 possible excited states 
as given in Figure 27B, top. With significant excited-
state antiferromagnetism of the oxo -» Fe(III) CT 
transitions, the singlet transitions will be stabilized in 
energy and thus accessible in the UV/vis absorption 
spectrum. 

Focusing on the lower energy ligand-field transitions, 
the glass spectra in Figure 26B show two broad 
transitions centered at 9 500 and 13 500 cm-1 which 
can be assigned to the lowest energy predicted octa­
hedral LF transitions. Inspection of the Tanabe-
Sugano diagram in Figure 28 indicates that these 
transitions are the 6Ai -*• 4Ti and 4T2 transitions, 
respectively. The 4T2 transition is ~20 times more 
intense than the 6Ai -* 4Tx transition. To probe these 
transitions in greater detail, single-crystal polarized 
electronic absorption data were obtained, and the 
coordinate frame and core atoms for tribridged structure 
is shown in Figure 29. Z is along the C2 axis which is 
perpendicular to the Fe-Fe axis (i.e. in plane polariza­
tion), Y is along the Fe-Fe axis (i.e. parallel polariza­
tion), and X is perpendicular to the Fe-O-Fe plane 
(i.e. out of plane perpendicular polarization). (Also 
included in Figure 29 is a primed coordinate frame for 
each Fe center which orients the z' axis along the Fe-O 
bond and x' and y' bisecting the metal-ligand bonds.) 
The single-crystal polarized absorption spectra of the 
4Ti transition for the tribridged structure are shown in 
Figure 30 along with their temperature dependence. 
Figure 30 gives two y-polarized bands at 8 000 cm-1 

and 9 500 cm"1 with t = 7 and 12 M"1 cm"1 at low 
temperature with the higher energy band increasing in 
intensity with increasing temperature. There is no 
X-polarized intensity and only a weak broad Z-polarized 
band which is temperature independent. The 4Ti region 
for monobridged structure is very similar.27 The 4T2 
transition intensity exhibits little temperature depen­
dence and thus only the low-temperature polarized 
absorption spectrum is shown in Figure 31, which 
demonstrates that the predominant polarization is along 
the Fe-Fe vector Y with an e value > 400 M-1 cm"1. The 
equivalent transition in the monobridged structure is 
shifted to higher energy and overlaps with other 
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Figure 30. Single-crystal polarized absorption spectra for 
the 4Ti transition in the tribridged structure. Inset shows a 
fit of intensity to the Boltzmann population of the S = I 
component of the GS. 
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Figure 31. Single-crystal polarized absorption spectra for 
the 4T2 transition in the tribridged structure. [The asterisk 
(*) denotes that the peak is intense but distorted due to stray 
light effects.] 

transitions,27 but it is also temperature independent 
and parallel polarized. 

There are several important features to note in these 
lowest energy ligand-field transitions of the Fe n i -0-
Fe111 moiety. First, the intensity of these transitions is 
at least 1 order of magnitude greater than what is found 
for spin-forbidden, Laporte-forbidden octahedral mono­
mer ligand field transitions.83 Also, almost all of the 
intensity is polarized along the Fe-Fe vector. Finally 
one should note the temperature dependence of the 
these transitions with the 4Ti increasing in intensity by 
a factor of 2 with increasing temperature and the 4T2 
exhibiting less temperature dependence. 

There are two intensity mechanisms that can be 
effective for electronic transitions in a dimer.90'91 The 
first mechanism involves thermal population of higher 
spin components of the ground state which then undergo 
spin-allowed transitions, i.e. population of the 3B2 
component 240 cm4 above the ground state in the 
tribridged structure in Figure 27A can lead to a spin-
allowed transition to the ST = 1 (triplet) components 
of these ligand-field excited states. However, this 
mechanism cannot account for the high intensity 
observed at low temperature. The second intensity 
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mechanism involves spin-orbit (SO) coupling which 
overcomes the spin forbiddenness of transitions and is 
generally present for monomers with spin-selection rules 
of AS = 0, ±l.92'93 This mechanism can account for the 
low-temperature intensity observed in Figures 30 and 
31; however, this intensity in the Fe-O-Fe dimer is 1 
order of magnitude higher than that in the monomer. 
The spin-orbit matrix elements94 which describe this 
process are 

(6A1JIfJAfJ4IViAf,,) = 

(6A1M8IH30I4T1^M8,)^'AfJAfJ4IViAf,) | 

[B(4Tj)-E(6A1)] 

(6A1MJiMfT1VM,){%h'Ma\Hso\*rhMa,} ^ 
____ . (SQ) 

[E(6T1) - E(4T)] 

where M8 and M8' are the spin components of the 6Aj 
and 4r states; h, h', and h" are the orbital components 
of the 4r, 4Ti, 6T1 states; Mq is the electric dipole 
operator; and if so is the spin-orbit operator. Equation 
30 contains the sum of two terms, the first mixes quartet 
ligand field character into the sextet ground state and 
the second mixes sextet charge-transfer character into 
the quartet ligand-field excited state. Since this SO 
coupling mechanism is also operative in monomer 
transitions, there must be features unique to the Fe I I L 

0-Fem unit to account for the increased intensity at 
low temperature. These unique characteristics are the 
high covalency of the Fe-oxo bond and the existence 
of low-energy parallel polarized oxo —*• Fe3+ charge 
transfer transitions, both of which contribute to the 
second term. The high covalency of this unit mixes 
metal and oxo character, thus enabling the SO coupling 
between LF and CT transitions to be nonzero as 
described in the second term of eq 30. The higher 
covalency also causes these CT transitions to occur at 
low energy which provides for more efficient mixing. 

On the basis of the above analysis for SO orbit 
intensity for the S = 0 -*• S = 1 transition observed at 
low temperature, one would expect the intensity to 
decrease with increasing temperature. This is not 
observed experimentally, in fact, the intensity increases. 
Thus, the effect of SO coupling on transitions from the 
S = I state was analyzed. Since we have found that the 
SO intensity of spin-forbidden bands in a ferric 
monomer is dependent on the Ms value,94 vector 
coupling these M8 values into the dimer ST values gives 
the relative SO intensity from the ST = 0 and ST = 1 
components of the ground state. This analysis dem­
onstrates that the ST = 0 -»• ST = 1 and the S = I - * 
S = I should be the same,27 therefore explaining the 
lack of decrease in intensity with increasing tempera­
ture. The fit of the intensity observed for the 6Ai - • 
4Ti indicates that an additional exchange interaction 
also contributes to the S = 1 -* S = 1. An analysis of 
the selection rules for these transitions also accounts 
for the observed temperature-dependent polariza­
tions.27 The inset in Figure 30 gives the Boltzmann fit 
of the increase in parallel polarized intensity as a 
function of temperature using only the S = I state. 
Population of the ST = 1 component of the ground state 
can thus accounts for this increase in intensity with the 
deviation from the theoretical Boltzmann plot at 300 
K attributed to 7 % population of the ST = 2 spin state. 

Energy (cm'1) 

Figure 32. Single-crystal polarized absorption spectra for 
region II (16 000-25 000 cm-1) in the tribridged structure. 
[The asterisk (*) denotes that the peak is intense but distorted 
due to stray light effects.] 

In summary analysis of the two lowest energy ligand 
field transitions in these complexes has demonstrated 
that the predominant intensity gaining mechanism at 
low temperature in the dimer is spin-orbit coupling. 
The increase in intensity over the monomer is derived 
from the highly covalent oxo-Fe3+ bond in the dimer. 
This provides low-energy CT transitions and allows for 
significant mixing of Fe and oxo centers, making SO 
coupling of these CT transitions into the LF states more 
efficient. The increase in intensity observed with 
increasing temperature is attributed to spin-allowed 
triplet transitions allowed due to exchange. This 
exchange mechanism also accounts for the observed 
polarization. 

Inspection of region II in Figure 26B shows at least 
four transitions with a marked temperature depen­
dence. The largest band at 21 000 cm-1 nearly doubles 
in intensity upon cooling to 8 K while the other bands 
are eliminated at low temperature. Therefore the peak 
at 21000 cm-1 can be assigned as a transition originating 
from the ST = 0 component of the ground state in Figure 
27 with the other transitions associated with higher 
total spin sublevels of the ground state. The low-
temperature polarized absorption data for the tribridged 
structure is shown in Figure 32 which clearly demon­
strates the predominant parallel polarization in this 
region. (Note that the Y-polarized peaks are distorted 
due to stray light effects from high absorption in the 
crystal.) There are two peaks observable in the 
Z-polarized spectrum at low temperature at 18 400 cm*1 

(band 2) and 21 500 cm-1 (band 5). No peaks are 
observed in the X-polarized spectrum which gradually 
increases in intensity to higher energy. The variable-
temperature mull spectrum of this region is shown in 
Figure 33. These orientationally averaged features 
reflect the dominant parallel polarized absorption 
spectrum. The prominent feature at low temperature 
has shifted to 20 500 cm-1 (band 4) from the glass (Figure 
26B) but again clearly decreases in intensity with 
increasing temperature. Also as the temperature is 
raised at least three features grow in at ~ 17 750 (band 
1), 19 100 (band 3), and 24 000 cm"1 (bands 6 and 7). 
On the basis of their temperature dependence,27 the 
features at 17 750 and 19 100 cm4 are assigned to 
transitions associated with population of the S = 2 and 
S = I components of the ground state, respectively. 
The feature at 24 000 cm-1 can also be associated with 
two transitions corresponding to population of S = 1 
and S = 2 spin states as shown by variable-temperature 
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Figure 33. Variable-temperature mull spectra for region II 
of the tribridged structure. Arrows denote the change in 
intensity with increasing temperature. 

MCD.27 A summary of the polarizations and tempera­
ture dependence of the seven observed bands in this 
region is given in Table 2. 

Resonance Raman profiles were obtained for the Fe-
O-Fe symmetric stretch at 540 cm-1 (inset) at 77 K and 
room temperature and are shown in Figure 34. From 
the profiles, two features appear to be enhanced at low 
temperature, bands 2 and 4, which are the only bands 
present in this region at 77 K. The enhancement of 
band 4 decreases with increasing temperature while 
that of band 2 shows less of a temperature dependence. 
On the basis of the fact that the Fe-O-Fe symmetric 
stretch is enhanced by resonance from bands 2 and 4 
and that these are singlet transitions, bands 2 and 4 are 
assigned as oxo -»• Fe3+ charge-transfer transitions. As 
discussed earlier, charge-transfer transitions in the 
dimer are spin allowed and can therefore have signifi­
cant intensity for transitions originating in the S = O 
component of the ground state in Figure 27B. Further 
analysis of these bands will be presented along with the 
remaining oxo —* Fe3+ CT transitions later in this 
section. 

On the basis of their temperature dependence, 
bandwidths, and energy, bands 1 and 3 in Figure 33 are 
assigned as ligand-f ield (LF) transitions. The full width 
at half max for these transitions is ~400 cm-1 from 
Gaussian resolution of mull spectra as opposed to widths 
of ~2 000 cm-1 for band 4 or of the 6Ai — 4T1 or 6Ai 
-* 4T2 transitions which all involve orbital changes in 
the transition. The 6Ai -* 4Ai, 4E ligand field transi­
tions, predicted to be the next ligand field transitions 
from the Tanabe-Sugano diagram in Figure 28, are 
expected to be sharp since they are LF-independent 
spin flip transitions, t2g

3eg
2 -» t2g

3eg
2. Therefore bands 

1 and 3 are assigned as components of the 6A1 -* 4Ax, 
4E transitions where the striking temperature depen­
dence can be resolved due to their sharpness. Their 
main source of intensity is from the exchange intensity 
mechanism with the corresponding dimer selection rules 
accounting for the parallel polarization. 

This ordering of spin states with the S - 2 transition 
1350 cm-1 below the S = I gives an effective excited 
state J1^ of 220 cm-1 with the plus sign indicative of 
ferromagnetism in the excited state. The ferromag-
netism exhibited for the 4Ai, 4E transitions implies that 
the orbital pathways involved in superexchange are 

perturbed in this ligand field excited state. The ground 
state J ° s has contributions from 25 orbital pathways 
involving all combinations of the five half-occupied d 
orbitals on each iron. This is described in eq 31:95 

Z 0 ij 

(31) 

where A and B refer to the two Fe atoms and i and j 
to their respective d orbitals. Most of these will be 
negligible or ferromagnetic since they involve orbitals 
which do not overlap the bridging oxo or the pathway 
involves orthogonal p orbitals on the oxo. The overall 
sum leads to the observed antiferromagnetism of -120 
cm-1 in the ground state which is due to a few strong 
antiferromagnetic pathways (vide infra). In order to 
probe the change in exchange coupling in the excited 
state, the Tanabe model95 of exchange splitting in LF 
excited states has been employed. This model was 
specifically developed to explain the dimer spectra of 
spin-flip transitions which can be described in a spin 
Hamiltonian formalism. The equation for J1'*' in the 
dimer excited state corresponding to excitation of one 
Fe to the 4Aig state (using octahedral notation) is given 
below: (Note that although the 4E8 transition is 
predicted to be nearly degenerate with the 4Aig, the 
following analysis for the 4Eg transition cannot account 
for the observed ferromagnetism in the excited state. 
The low spectral intensity of the 6Aig - • 4Eg compared 
to the 6Aig -»• 4Aig intensity in d5 Mn dimers has been 
previously noted.)96 

J^(4A1) = ^ ( 6 A 1 8
4 V = 

1 ( 2 5 ^ 2 5 „ 50,-, ) 

« • T ^ + ; r : E ^ + ^ E M (82> 25 18 (0 24 (e) 
<e») 

36 (0 
(e») 

where t and e refer to the (dxz>, dyz>, dx^, and (d**, dxy>) 
orbitals respectively with the prime notation referring 
to the Fe-O z' axis as shown in Figure 29 and the asterisk 
(*) referring to orbitals for the 4Aig state. Assuming 
that the individual t and e orbital pathways are the 
same in the ground and excited state, ratios of the 
weighting coefficients of specific orbital pathways in 
the ES and GS determine whether the contributions of 
these pathways are expected to increase or decrease 
upon excitation.96 To account for the observed ferro­
magnetism in the excited state, the coefficient of an 
antiferromagnetic pathway needs to decrease with a 
concomitant increase for a ferromagnetic pathway. The 
results of BS-SCF-Xa-SW calculations (vide infra) 
indicate that the efficient antiferromagnetic pathways 
are the dxz>-dxz> out of plane ir pathway and the "mixed" 
pathways of dyZ'-dz2' and d^-dy*'. The important fer­
romagnetic pathways are also assumed to involve these 
orbitals (dX2', dyz', dz*) which have significant oxo 
character, but in pathways which involve orthogonal 
orbitals on the oxo bridge. The ferromagnetic orbitals 
are therefore dxz>-dyz> and dz^-dxz>. Table 3 shows that 
for this 6Ai -— 4Ai transition in the dimer, the mixed 
dz2'-dj,Z' and d^'-d,* antiferro pathway coefficients both 
decrease to 0.69 with an increase in the dxz>-dyZ' ferro 
pathway coefficient to 1.39 which can account for the 
observed ferromagnetism. Note that the dxz>-dxz> an­
tiferro pathway is less efficient for exchange coupling 
as it is predicted to increase upon excitation. This 
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Table 2. Polarizations, Energies, and Temperature Dependence of Region II Transitions 

Solomon et al. 

energy, cm-1 

polarization 
temperature dependence 
assignment 

1 

17 750 
Y 
S = 2 
4A11

4E 

2 

18 400 
Z 
S = O 
oxo-CT 

3 

19100 
Y,Z 
S = I 
4A11

4E 

bands 

4 

20 500 
Y 
S = O 
oxo-CT 

5 

21500 
Z 
S = O 
4T2b 

6 

22 000 
Y,Z 
S = I 
4T2b 
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Y,Z 
S = 2 
4T2b 
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Figure 34. Room temperature and 77 K mull absorption 
spectra and rR profiles of the Fe-O-Fe symmetric stretch 
(inset) in region II. 

Table 3. Ratio of ES/GS coefficients of Superexchange 
Pathways 

antiferro pathways 
excited state Jx, -W- Js-y< 

ferro pathways 

Jn V%z'-yz' 

6A1
4A1 1.39 0.69 0.69 0.69 1.39 

demonstrates the importance of these mixed dir-do-
pathways as mediators of antiferromagnetic exchange. 

Bands 6 and 7 in Figure 33 are also assigned to ligand-
field transitions, the 4T2b transitions, which are pre­
dicted to be next highest in energy (Figure 28) and 
which are also predicted to be sharp. On the basis of 
their temperature dependence,27 bands 6 and 7 are 
assigned as triplet and quintet transitions. Their energy 
order gives a J1*" in the excited state of -495 cm-1, 
indicating antiferromagnetism in this excited state. 
Since band 5 is not enhanced in the resonance Raman 
profile, it appears to be an S = 0 transition associated 
with the 4T2

b transition which gains intensity through 
the SO coupling mechanism described previously. 

In summary, a number of states contribute to the 
absorption spectrum of the tribridged complex in region 
II. By using a combination of variable-temperature 
orientationally averaged and polarized absorption, 
VTMCD, and VT resonance Raman spectroscopies, this 
region has been assigned as ligand-field and oxo —• Fe3+ 

CT transitions. The most intense peak at 20 500 c m 4 

which is assigned as an oxo -» Fe3+ CT transition is a 
clear example of a pure singlet transition which follows 
the temperature dependence expected for depopulation 
of the S = O component of the ground state. This 
demonstrates that this singlet transition is well sepa­
rated from the corresponding triplet and thus shows 
the existence of strong excited-state antiferromag­
netism, ESAF, for this charge-transfer state as shown 
in Figure 27B. The ligand-field transitions demonstrate 
the existence of both ferromagnetic and antiferromag-

10000 15000 20000 25000 30000 35000 40000 45000 

Energy (cm1) 

40000 

; 20000 

10000 

10000 15000 20000 25000 35OO0 40000 45000 

Energy (cm1) 

Figure 35. Polarized absorption spectra obtained from 
Kramers-Kronig converted reflectance data for the tribridged 
(A) and monobridged structures (B). 

netic interactions in the 4Ai and 4T2
b excited states in 

the dimer respectively. On the basis of an analysis of 
the 4Ai transition, the mixed dx-do- pathways are 
experimentally determined to be particularly efficient 
for exchange coupling in both the ground and ligand-
field excited states. Thus the absorption spectrum 
probes magnetic coupling in the excited state and shows 
which excited-state orbital pathways are dominant. 

The polarized absorption spectra obtained from 
Kramers-Kronig transformed reflectance data for both 
the mono- and tribridged structures are shown in Figure 
35.27 The lowest energy major absorption in both of 
these complexes in region III (energy > 25 000 cm-1) is 
parallel polarized. In the tribridged structure there 
are two overlapping peaks at 26 000 and 29 000 cm-1 

and additional parallel polarized peaks between 34 000 
cm-1 and 40 000 cm 4 . The spectrum of the mono-
bridged structure has parallel polarized absorption 
peaks at 28 000,31 500, and 35 000 cm"1 with additional 
parallel polarized intensity between 40 000 and 45 000 
cm-1. Also, for the tribridged structure, the perpen­
dicular polarized intensity starts growing in at 30 000 
cm 4 . The monobridged structure exhibits perpen­
dicular intensity after 35 000 cm-1. From the higher 
intensity of these transitions, e > 3 000 M -1 cm-1, this 
region should be dominated by CT transitions which 
are spin- and parity-allowed transitions. The oxo -* 
Fe3+ charge-transfer transitions in the dimer are 
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Figure 36. Energy level diagrams form BS-SCF-Xa-SW calculation on (A) a linear monobridged and (B) a tribridged (Fe-
O-Fe angle = 120°) complexes. 

predicted to be both parallel and in-plane perpendicular 
polarized. Thus on the basis of their polarizations and 
intensity the low-energy CT transitions can be assigned 
as oxo -»• Fe3+ charge-transfer transitions. BS-SCF-
Xa-SW calculations aid in the analysis of these transi­
tions. 

The BS-SCF-Xa-SW energy-level diagrams for struc­
tures based on these complexes are given in Figure 36 
where the calculation based on the monobridged 
structure has been idealized to linear. The calculations 
give a large monomer exchange splitting between 
occupied and unoccupied d orbitals with the occupied 
d orbitals greatly stabilized in energy and mixed with 
ligand orbitals.27 Focusing on the unoccupied d orbitals, 
both calculations give the expected C^ splitting due to 
the strong Fe3+-oxo bond with the dz2< orbital highest 
in energy and the dxz<, dyz> orbitals nearly degenerate 
and higher in energy than the dx^y^ component of the 
t2g set. In order to obtain a better description of the 
specific orbital interactions, contour plots of the wave 
functions of these d orbitals are presented. Only the 
Fe dz2', dXz> and dyz> orbitals are considered which are 
involved in bonding with the oxo. The contour plots 
for orbitals in the linear structure (Figure 37A.B) show 
the classic a-a and -n—ir orbital interactions predicted 
in qualitative bonding arguments.97 Figure 37A gives 
the dj2'-pZ'-d22' pathway which is a antibonding and 
highest in energy. Figure 37B shows the d^-py-d^ 
interaction which is identical to the d^-pi-d*^ interac­
tion. Assuming the derealization of these orbitals 
reflects their strength as superexchange pathways in 
the dimer,27 these three pathways are predicted to be 
similar in effectiveness in the linear dimer. The contour 
plots for the corresponding orbitals for tribridged 

oxo pz> 

FeA dj2' F8B iJ 

OXO Py' 

FeA A1? /^ZS FeB dyz' 

D 

Figure 37. Contour plots of (A) the d^ orbital (linear dimer) 
for FeB which shows the a-a pathway for exchange, (B) the 
dys- orbital (linear dimer) for FeB which shows the ir—JT 
pathway, (C) the Azn orbital (tribridged dimer) for FeB which 
shows the it—a, and (D) the dy2> orbital (tribridged dimer) for 
FeB which shows the c-ir pathway. 

structure show some marked differences. The contour 
of the FeB dz2> orbital in Figure 37C shows this to be 
antibonding to the oxo p? which also -re antibonds with 
the dyz> orbital on FeA. Figure 37D gives a similar 
interaction with the FeB dy2'0rbital ir antibonding to 
the oxo py which a antibonds with the d ^ of FeA. The 
dxz'-p*' interaction is identical to that of the linear case 
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shown in Figure 37B. The a and ir interactions are the 
important pathways in the linear dimer, with the out-
of-plane ir interaction still present in the bent calcula­
tion but the mixed H—<T and <r-ir pathway have become 
the other major pathways for coupling. A mixed 
pathway has also been predicted to be efficient from 
analysis of the GS magnetic properties of mixed-metal 
dimer systems.98 From a breakdown of charges for the 
relevant orbitals in the BS-SCF-Xa-SW calculation27 

the dyz'-py-d^- orbital for the tribridged structure in 
Figure 37D is five times more delocalized than the other 
d orbitals which is indicative of the relative importance 
of the this pathway. This is confirmed by the ferro-
magnetism of the 4Aig excited state discussed above. 

For comparison to the excited-state absorption data, 
transition-state calculations have been performed which 
give an ordering and estimation of the excitation energy. 
The predicted energies of the oxo px- -»• Fe dxz and oxo 
Py' —• Fe dyz- transitions (i.e. those expected to have 
intensity due to good overlap) obtained for transition 
state calculations for the tribridged structure are 48 000 
and 59 000 cm-1. An even higher energy transition 
should occur for oxo p / -»• Fe d^'. These transitions 
are denoted by the arrows in the middle of Figure 36B. 
On the basis of the assignments made above, the lowest 
experimental CT transition energies are at 18 400 and 
20 500 cm-1 for region II (Table 2) and the parallel-
polarized peaks in region III are at 26 000 and 29 000 
cm'1 (Figure 35). On the basis of the ordering from the 
BS calculation, the two peaks at 18 400 and 20 500 cm-1 

are assigned to out of Fe-O-Fe plane p*' -*• dxz> which 
have the predicted parallel and in-plane perpendicular 
polarization. The next parallel-polarized transitions 
can be attributed to a combination of triplet oxo p*- -»• 
Fe dxz> components of the oxo py< -* Fe dyz>. Since all 
of these transitions are at much lower energy than 
predicted by the BS calculations, these features can be 
assigned to charge-transfer transitions which have been 
stabilized due to ESAF. This stabilization, as described 
in section III, accounts for the lower energy of these 
transitions and demonstrates the importance of these 
pathways as mediators of antiferromagnetic exchange 
with the stabilization of the transitions originating from 
the in-plane py more indicative of the importance of 
the mixed pathway. A similar assignment is made for 
the transitions observed in the spectrum of the mono-
bridged structure in Figure 35 with the lowest energy 
Y-polarized transition at 21 000 cm-1 assigned to the 
Vx' -" dxl' transition (middle of Figure 36A), and higher 
energy bands assigned to triplet px- -* d„> transitions 
and components of the p / -* dy2< and py -* d22< 
transition.27 

A rigorous assignment of the electronic absorption 
spectrum of the Fe i n-0-Fem unit has now been 
developed. An important feature of the assignment 
involves the observed temperature dependence of 
bands. Bands observed at low temperature and bands 
which decrease in intensity with increasing temperature 
can be assigned to spin allowed ST = 0 -* ST = 0 CT 
transitions or to LF transitions which gain intensity 
through a SO mechanism increased by the covalency 
of the oxo-Fe bond. The bandwidths for the 4Ti and 
4T2 transitions do not allow for determination of excited-
state splittings, but the sharp features associated with 
the 4A, 4E, and 4T2

b do allow determination of exchange 
splittings and have been used to gain experimental 

12000 , 1 . I 1 1 I 1 . 

15000 20000 25000 30000 35000 
Energy (cm"') 

Figure 38. Polarized single-crystal absorption spectra for 
oxyHr and the Fe-02 rR profile. Dashed lines are a fit giving 
four O2

2- -*• Fe(III) transitions. Points indicate rR excitation 
profile. 

insight into orbital pathways. The low energy of the 
oxo -*• Fe CT transitions is due to ESAF and demon­
strates that there are a number of very effective 
antiferromagnetic pathways in the FeII!-0-FeUI unit, 
and in particular the mixed ir-<r pathway. 

B. OxyHr 

Upon binding of dioxygen to the deoxy [Fe11Fe11] site, 
two electrons are transferred to produce an Fe n i -0-
Fe11M)2

2- site.12,99 This oxyHr site is stable and has 
been crystallographically described to 2.0-A resolution.15 

The oxygen is bound to one of the Fe centers, and based 
on the shift in resonance Raman oxy frequencies when 
H2O is replaced with D2O, the peroxide is believed to 
be protonated and hydrogen bonded to the oxo bridge 
as shown in Figure IB.13'16-100 This is also supported by 
the decrease in the GS exchange coupling of oxyHr 
compared to other met derivatives (-77 vs -130 cm-1).101 

Study of the Fe-OO(H) charge-transfer transitions 
provides insight into the iron-hydroperoxide bond and 
its relation to the reactivity of this protein active site. 

The single-crystal polarized absorption spectrum of 
oxyHr is shown in Figure 38. There is a significant 
amount of parallel intensity which, as described above, 
can be associated with the FeIIL-0-Fera unit, but there 
is also perpendicular-polarized intensity not present in 
other derivatives. Before the crystal structure was 
completed, this perpendicular intensity was used to 
predict that the peroxide was bound to only one of the 
Fe atoms.18 On the basis of the TDVC model discussed 
in section III, if the peroxide had bridged, one would 
expect significant projection onto the parallel Fe-Fe 
polarization which was not experimentally observed. 
The observed parallel to perpendicular intensity ratio 
of 1:10 required an O2

2--Fe-Fe angle of 90 ± 13° and 
ruled out any bridging geometry. This was an early 
application of the use of charge-transfer transitions in 
dimers to understand basic geometric and electronic 
structure. 

For a single peroxide bound to a high-spin ferric 
monomer one would expect to see two CT transitions, 
one from the peroxo ir* -» dir, and one from the ir„ -» 
dx2_y2 with the ir* much more intense due to overlap 
considerations (Figure 39, left). This is not observed 
in the spectrum of oxyHr.17 Aided by similarities in 
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- there should be four of equal intensity. 

the metN3- spectrum, the oxyHr perpendicular intensity 
is assigned as (V - -* Fe charge-transfer transitions, 
but the charge-transfer spectrum is fit instead with 
four bands (19 100, 21100, 29 650, 31 800 cm-1) of 
approximately the same intensity with an intraset 
splitting of 2 000 cm-1 and interset splitting of 10 500 
cm-1. (See Gaussians in Figure 38.17) The Raman 
excitation profile of the Fe-02 stretch100 shown in Figure 
38 peaks with the lower energy feature at 19 100 cm-1. 
This feature is also prominent in the CD spectrum of 
oxyHr.17 The profile in the higher energy region appears 
to peak before the assigned transitions. To explain 
these observed four transitions of similar intensity, a 
qualitative bonding model was developed. The per­
oxide was assumed to interact mainly with the dxy> and 
dx'-yi' orbitals of the iron by v and a interactions, 
respectively (Figure 39). The interset splitting of 10 500 
cm-1 was assumed to be due to 10Dq or the dx/-dx2_y2, 
splitting. The intraset splitting was attributed to the 
splitting between the peroxide it* orbitals. Protonation 
of the peroxide and rotation of the H(V proton relative 
to the Fe-OO mixes ir* and ir*a which would give bands 
of equal intensity as described in the Figure 39, right. 
Also since the lower energy transition appears to be the 
transition that is enhanced in the Raman profile, the 
more stabilized ir* was assumed to be more involved in 
bonding to the proton (ir* "H") instead of the iron (ir* 
"Fe"). 

To test these predictions, SCF-Xa-SW calculations 
have been performed on hydroperoxide bound to a high-
spin ferric monomer. The structure calculated was 
similar to that of metHr with the short Fe-O bond of 
1.8 A but now with a proton replacing the second Fe-
(III) for simplification. The hydroperoxo is placed so 
that the proton can undergo hydrogen bonding with 
the "hydroxo" oxygen. Three calculations are consid­
ered which differ in the orientation of the proton of the 
hydroperoxide. The Fe-OOH dihedral angle used for 
these calculations are 0°, 60°, and 90°. The unoccupied 
spin-down d orbital and the peroxide orbital energies 
are given in Figure 40. In all three cases the splitting 
between the dxy> and dx^yz> orbitals is ~ 10 400 cm-1 

which is close to the expected 10Dq. For the 9 = 0° 

calculation, the most stabilized ir* orbital is the ira, 
with the ir* orbital 11 900 cm-1 above it in energy. The 
contour plots of these orbitals are shown in Figure 41, 
parts A and B. Figure 41A shows the strong Fe-OO a 
bond with the "dx2_y2" orbital as expected and Figure 
41B gives the ir interaction with the "d*/ orbital. This 
latter interaction does not contribute to bonding in Cu 
systems which have only one unpaired electron on the 
Cu. Upon changing the dihedral angle to 60°, the 
splitting between the ir orbitals decreases to 7850 cm-1 

with the wave functions becoming mixed in character. 
This is clearly illustrated in the contour plots of these 
orbitals which give two mainly a interactions as opposed 
to the expected a and ir interactions. For a dihedral 
angle 90°, the orbitals become less mixed and again 
look more like pure a and ir interactions as shown in 
Figure 18, parts E and F; however, note that in Figure 
40 the 7T* has now been stabilized below that of the 
7T* by 4 637 cm-1, thus switching their energetic or­
dering. In summary, protonation and orientation of 
the proton can mix the ir* orbitals as it rotates between 
a dihedral angle of 0° and 90°. It also greatly effects 
the splitting between these ir* orbitals and switches 
ir* and 7T* energy ordering on going from 0° to 90°. Thus 
protonation of the peroxide greatly effects the bonding 
in this complex and the effect of this interaction is now 
being studied in detail in order to describe electronic 
contributions to O2 bonding and activation.102 

VII. Electronic Structure Contributions to 
Reactivity 

Charge transfer and related spectral data provide 
direct probes of peroxide-metal bonds. In hemocyanin, 
the intense O2

2- r̂* charge-transfer transition reflects 
an extremely strong a donor interaction relative to an 
end-on bound peroxide, which results from the fact 
that the side-on bridging peroxide in Figure IA has two 
a donor interactions with each copper in the dimer. 
This is complemented by the ir acceptor interaction 
present only in the side-on bridged structure. Together 
these provide a very strong peroxide-binuclear cupric 
bonding interaction which stabilizes the oxyhemocyanin 
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site from the loss of peroxide which would generate the 
met derivative which is inactive to further O2 binding. 
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Figure 42. Proposed mechanism for oxygen activation in 
tyrosinase. 
Spectral studies on oxytyrosinase have shown that the 
active site in this binuclear copper enzyme is extremely 
similar to hemocyanin and has the same oxy interme­
diate structure.103 The electronic structure described 
in section II is thus also appropriate for this intermedi­
ate and can make an important contribution to the 
activation of dioxygen for the hydroxylation of phenolic 
substrates by this enzyme (Figure 42). The strong 
a--donor interaction leads to a less negative peroxide, 
while the ir acceptor interaction shifts electron density 
into the a* orbital on peroxide which greatly weakens 
the 0 - 0 bond and activates it for cleavage. A major 
difference we have found between hemocyanin and 
tyrosinase is that the active site in tyrosinase is highly 
accessible to the substrate which coordinates directly 
to the copper center.104 This would shift electron 
density into the LUMO in Figure 1OA which is 
antibonding with respect to the 0 - 0 and Cu-O bonds 
and thus would initiate oxygen transfer to the ortho 
position of the phenol ring. For the multicopper 
oxidases we have shown75 that a different peroxide level 
intermediate is present on the basis of strikingly 
different charge transfer spectral features relative to 
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Figure 43. Comparison of the absorption spectra for the 
peroxy intermediate in laccase with that of oxyhemocyanin 
and oxytyrosinase. Note that the 350-nm band of oxyHc has 
been scaled down by a factor of 5. 

oxyhemocyanin and oxytyrosinase (Figure 43). This 
difference in electronic and geometric structure is now 
being studied in detail as it appears to promote the 
further irreversible reduction of dioxygen to water at 
a trinuclear copper cluster site in the multicopper 
oxidases. 

For oxyhemerythrin, the charge-transfer spectrum 
is quite different from the low-energy weak ir, high-
energy intense <r-charge-transfer transitions expected 
for peroxide end-on bound to a single Fe(III) center. 
The ir- and o--charge-transfer intensities appear to be 
mixed which derives from the additional protonation 
of the peroxide and its interaction with the oxo bridge. 
This protonation significantly changes the nature of 
the peroxide-bonding interaction with the Fe(III) 
making this ligand less likely to donate electron density 
back to the iron center. The hydrogen bond to the oxo 
bridge will further stabilize the oxy site from loss of 
hydrogen peroxide thus preventing the irreversible 
production of met hemerythrin. As emphasized in 
section VI the oxo bridge dominates the electronic 
structure of the binuclear ferric site in oxyhemerythrin. 
It is important to note that for the binuclear non-heme 
iron site in methane monooxygenase it now appears 
that this bridge is hydroxide when the site is at the 
binuclear ferric (met) level.105-106 This major electronic 
structure difference can make a significant contribution 
to the reactivity of the methane monooxygenase site in 
activating dioxygen, apparently through a higher valent 
oxo-ferryl species.107 Further spectral studies on these 
structure/function correlations are now underway. 
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VIII. Abbreviations 

BS-SCF-
Xa-SW 

CD 
CI 
CT 
DCT 
en 
EPR 

broken symmetry-self-consistent field-Xa-
scattered wave 

circular dichroism 
configuration interaction 
charge transfer 
double charge transfer 
ethylenediamine 
electron paramagnetic resonance 

Chemical Reviews, 1994, Vol. 94, No. 3 855 

ESAF excited-state antiferromagnetism 
EXAFS extended X-ray absorption fine structure 
GS ground state 
GSAF ground-state antiferromagnetism 
Hc hemocyanin 
Hr hemerythrin 
HEDTA N-(hydroxyethyl)ethylenediaminetriacetic acid 
HOMO highest occupied molecular orbital 
LF ligand field 
LMCT ligand to metal charge transfer 
LUMO lowest unoccupied molecular orbital 
Me3TACN iV,iV',iV"-trimethyl-l,4,7-triazocyclononane 
MMCT metal to metal charge transfer 
rR resonance Raman 
SO spin orbit 
SPE simultaneous pair excitation 
TDVC transition dipole vector coupling 
UV/vis ultraviolet/visible 
VTMCD variable-temperature magnetic circular 

dichroism 
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